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conceptual illustration of the experience. Right: The study setup as experienced by participants.

ABSTRACT

Pervasive Augmented Reality, as a context-aware and ubiquitous
technology, captures and scans a user’s environment to create and
tailor augmentations for the user. We assume that Pervasive AR
will not only be commonplace in recognising the general environ-
ment of a user but also include the identification of people in its
context by way of face recognition. While there is a body of re-
search addressing privacy issues with Pervasive AR technology and
face recognition individually, less is known about the implications
of the asymmetry of information availability and agency on users’
perceptions, acceptability, and ethical concerns. In addition, lit-
tle is known about potential social behaviour changes due to those
aspects. We exposed 50 participants to a purpose-developed Perva-
sive AR technology probe and explored the ethical and social impli-
cations of the experience. Our findings show that Pervasive AR, in
combination with face recognition and asymmetric information de-
livery, can lead to skewed social interactions with consequences that
affect users’ sense of control, agency, and identity. Furthermore,
this exploration raises questions about technology acceptability in
general when bringing together emerging technologies, like AR and
face recognition, as queried here.

Index Terms: Pervasive Augmented Reality, Ethics, Technology
Probe, Empirical Study

1 INTRODUCTION

More recently, Augmented Reality (AR) has been steadily moving
away from being solely a display technology [3, 59] and transition-
ing into an omnipresent everyday wearable technology [16, 49, 51].
This technology will likely become context-aware and pervasive,
thus, Pervasive Augmented Reality. Pervasive AR is defined as con-
tinuous AR interfaces that seamlessly blend into our environment,
delivered via devices that resemble regular glasses [22]. Context-
aware Pervasive AR [22] provides a surreptitious medium to deliver
tailored information to its users. Pervasive AR systems will take
cues from their always-on sensors to create a context for each user
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at any given moment, taking into consideration the user’s surround-
ings, locations, objects, and bystanders [61].

In scraping information about bystanders, we assume Pervasive
AR will tailor and deliver this information to suit the user’s needs.
Real-time face recognition via AR has promising applications in
specific contexts, such as in assisting prosopagnostics [63], emo-
tion analysis for neurodivergent users [5, 37], recognition for visu-
ally impaired persons [35, 68], and even social applications such as
simply reminding a person of who they are talking to at any given
time [52]. While live face recognition will offer new ways of con-
necting with others, it will have social implications, especially if
the information about another is tailored to a user’s requirements,
creating an asymmetrical information flow between users.

With AR becoming an omnipresent and everyday technology, the
potential social and ethical repercussions have become more preva-
lent. While there exists a vast body of work exploring the rami-
fications of Pervasive AR and face recognition technology (FRT)
separately, the multifaceted combination of the two technologies is
yet to be investigated. Currently, people can use any of the plethora
of systems1 readily available to do a face-based search on anyone.
The primary difference between conducting a search manually us-
ing available systems and using Pervasive AR-based face recogni-
tion is that, in the latter, the system performs the search on behalf
of the user.

Research projects have conceptualised the use of FRT with Per-
vasive AR [66, 67]. However, these works have not explored its
effect when FRT-based information is tailored to each user as Per-
vasive AR systems would do with all augmentations it deliver to its
specific user, creating an asymmetry in the information each user
sees about any given person. Furthermore, work such as Project
Aria [17] exacerbates the need to thoroughly investigate the ethical
and socially responsible implementation of pervasive facial surveil-
lance [2]. This gap necessitates a deeper understanding of users’
perception of pervasive face recognition and its implications on so-
cial and behavioural patterns. In this study, we partnered partici-
pants in pairs to experience FRT-enabled Pervasive AR. We present
our findings on how users perceive asymmetrical FRT-based infor-
mation exchange, addressing the following research questions qual-
itatively.

RQ1: How does the symmetry of tailored information de-
livery affect users’ first impressions of others? Our research
suggests that first impressions are formed within the first minute
of meeting someone [4]; therefore, we assume that the information

1e.g.: www.pimeyes.com/, www.socialcatfish.com/
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the glasses reveal to a user about another person, and how much that
person sees about the user in return, will factor into the impression
formation process. RQ2: How does the symmetry of tailored in-
formation delivery in social interactions affect users’ perceived
control? We assume that the user with more information about
their partner during an interaction will have more perceived control
over that conversation, owing to the fact that they know more about
the other person. RQ2.1: How does the user’s perceived sense of
control affect the social acceptability of Pervasive AR? We as-
sume that Pervasive AR would be deemed more socially acceptable
when the user’s perceived control during an interaction is high.

Our main focus is on, RQ3: How is the delivery of tailored in-
formation about others via Pervasive AR ethically judged? We
assumed the scepticism of the use of facial recognition in public
spaces would extend to Pervasive AR, even though, in this case, the
participant himself receives the information. RQ3.1: How is the
delivery of tailored personal information in social interactions
judged when the amount of information accessed and shared
is symmetric? With this question, we explore the need for infor-
mation equality when receiving information about others in the en-
vironment. RQ3.2: How is the asymmetric delivery of tailored
personal information judged when users are made aware of the
existing asymmetry? Although we believe that the information
delivery via Pervasive AR will often be asymmetric, we explore
whether being informed about when a user is receiving asymmetric
information will alleviate users’ concerns.

We conducted a 50-participant qualitative user study to address
the above research questions. Each participant experienced a near-
real simulation of pervasive facial recognition. The findings from
our work aim to inform the design of ethically responsible Perva-
sive AR systems and real-time facial recognition applications. Fur-
thermore, this research contributes to the ongoing dialogue about
formulating public policies and frameworks to protect the users of
ubiquitous technologies such as this.

2 RELATED WORK

Pervasive AR technology is ubiquitous and context-aware [21]. It
superimposes relevant augmentations to the real-world environment
of a user, posing some basic perceptual, acceptability, and ethical
questions [50]. With its always-on cameras, it leads us to believe
that Face Recognition (FR) will be an organic function of Perva-
sive AR systems in the future. Here we look into previous and re-
lated work in surveillance and sousveillance (recording of activities
by members of the public) and existing research into applications
of FRT, in particular with wearable devices. Of interest to our re-
search, which combines Pervasive AR technology with FRT, is the
presentation of oneself, in particular for first impressions, based on
unprompted information, as pointed out by e.g. Perera et al.[45].
Often, people would use an idealised self-presentation [20]. Perva-
sive AR, to a certain degree, takes away the ability to control how
others perceive an individual. Pervasive AR influences our sense
of control by letting others control how and what they want to learn
about an individual via FRT. Therefore, here we also look into work
which examines self-presentation in digital contexts.

2.1 Surveillance and Sousveillance
FRTs are currently being used in several security and law
enforcement-related applications (see Gravie et al.[19] for Amer-
ican law enforcement), e.g., prevalent in airport security[1], ac-
cess control in public spaces during COVID-19 [41], and general
surveillance like “Skynet”—a Chinese network equipped with over
560 million surveillance cameras[47]. Wassom[66], discussing
FRT for AR, claim that due to most regulations or the lack of it,
it would be difficult to remain anonymous in public spaces. They
argue that the public will not be able to say no to FRT because faces
will be categorised as personally identifiable information. Fur-

thermore, they claim that facial privacy would be more effective
when delivered by the market than by law enforcement. Similarly,
Learned-Miller et al. [34] claim FRT-enabled surveillance could
threaten a person’s right to anonymity in public, discouraging peo-
ple from protesting (freedom of speech) or associating with cer-
tain people. FRT adoption trends vary from country to country and
even state to state, depending on the privacy and data protection
legislation in place. Several cities in the United States of America,
such as San Francisco and Boston, have banned the use of FRT by
government agencies due to privacy and inaccuracy-based concerns
[1, 18]. Hasan et al.[23] identify different technical levels of facial
privacy that can be implemented with FRT systems. While privacy
and data collection are surely of great concern, FRT poses ethical
conundrums, too, when used on unassuming bystanders.

2.2 Assistive and Social Applications

Existing studies highlight that Pervasive AR technologies are so-
cially acceptable when they are catering to a specialised need. For
example, Perera et al.[45] report that participants favoured Perva-
sive AR functionalities that would improve their productivity. Kelly
and Gilbert [30] state functionalities that would cater to differently-
abled persons to be the most acceptable. Similarly, FRT has been
explored as a solution for special needs. These applications vary
from catering to visually impaired people [35, 68], persons who
are unable to recognise others or remember faces [63], and peo-
ple who find it difficult to interpret emotions [5, 37]. Benssassi
et al.[5] review existing assistive applications for neurodivergent
users, which are capable of emotion recognition through facial ex-
pression analysis. Similarly, Madsen et al.[37] and Washington et
al.[65] discuss the development of wearable devices that analyse the
emotions of others and give appropriate real-time cues to neurodi-
vergent users to improve their social skills. Another application of
FRT that has been explored as an assistive application is in helping
prosopagnosia—the inability to recognise and distinguish between
faces. Wang et al.[63] discuss the development of an eyewear for
prosopagnosics that tells the user the name and the relationship to
the person they are seeing in front of them.

Applications of FRT are not limited to assistive applications but
also extend to social applications. Worstall[67] highlights the ap-
peal of FRT-enabled applications for AR glasses, which can subtly
remind users of names and summarize past meetings. Rhodes[52]
discuss an early vision of Pervasive AR, emphasizing the value of
context-aware wearable devices for task recall. They stress the im-
portance of using techniques like face recognition to support users
in social interactions. Similarly, Utsumi et al.[62] examine the de-
sign and implementation of a mobile real-time face recognition sys-
tem to enhance human memory. Singletary and Starner[55] discuss
the use of face recognition systems for improving memory and
detecting social interactions while ensuring minimal interruptions
from the device. Mandal et al.[38] discuss implementing a sys-
tem that logs interactions and recalls names. Work by Pentland and
Choudhury[44] discuss the different face recognition efforts, ap-
plications and shortcomings while also briefly highlighting the im-
portance of face recognition in day-to-day wearables to help users
recall names.

We assume pervasive and social FRT would alter our interac-
tions as they deliver unprompted information about those we meet.
While it will change how we perceive others and our first impres-
sions, the knowledge that others are already receiving information
about us could change how we behave and present ourselves. As
the audience now will already know some information that would
otherwise be shared in a first meeting. Self-presentation and first
impression are concepts that have been explored in sociology, and
we assume they would change with pervasive FRT-based informa-
tion delivery via AR glasses.



2.3 Self-Presentation in Digital Contexts
A considerable body of work investigating self-presentation via so-
cial media and avatars already exists (e.g. [20]). Devito et al.[14]
discuss different aspects of social media platforms that affect a
user’s self-presentation. Hollenbaugh[26] notes that users’ self-
presentation is based on the following aspects: social media af-
fordances, anonymity, persistence, and visibility. Litt[36] identifies
that most users consider their imagined audience to be the most
contacted or commenting peers.

Chung et al.[11] explore the interactions between AR users and
non-users, claiming that non-wearers deem the loss of control over
their self-presentations when wearers would project augmentations
on non-wearers, a critical issue. Kytö and McGookin[33] show how
self-curated representations can be useful at all stages of a conversa-
tion. With today’s technology, we can also incorporate FRT-based
reverse-image searching to deliver scraped information about de-
tected users as a more likely scenario for the near future.

As discussed, Pervasive AR is a context-aware system that will
deliver timely and relevant information to users. Just as the en-
vironment and locations, people around a user make up the user’s
context. We believe Pervasive AR systems will extend their func-
tions to deliver FRT-based information about those bystanders to
the users. While FRT has been extensively explored regarding its
legal and rights implications, it is important to investigate the social
and ethical impact it will have on users. Especially, focusing on
users’ ability to accurately present themselves to receive a desired
first impression and their perceived control of interactions.

Firstly, we explore the effect the information inequity from tai-
lored Pervasive AR systems will have on the first impressions users
construct of others and users’ self-presentations. Secondly, we in-
vestigate the effect that FRT-based tailored information consump-
tion has on users’ sense of control in social contexts. Finally, we
look at the social and ethical implications of the above-mentioned
aspects of Pervasive AR systems.

3 USER STUDY

This study was designed to explore, 1. how the asymmetry of tai-
lored information affects first impression formation, 2. the effect
of information asymmetry on users’ perceived sense of control and
social acceptability, and 3. how the delivery of information about
others via Pervasive AR is ethically judged. The study consisted of
three conditions and two variables. The two variables were, 1. sym-
metry, dictating whether the information exchange between users
was symmetric or asymmetric, and 2. awareness, defining whether
users were informed of the symmetry of information or not.

The Symmetry variable was based on the categories of infor-
mation that participants disclosed they would prefer to share about
themselves, and they would prefer to know about others (during
the pre-study survey). We defined these categories based on the
different platforms that have been investigated in the virtual self-
presentation domain [14, 70]. These platforms are distinguished
from more formal platforms (such as LinkedIn)—conveying Gen-
eral information and less formal multi-purpose platforms (such as
Facebook)—conveying Social information. The categories were
as follows: 1. Basic information—name only, 2. General infor-
mation—occupation, occupational interests, and 3. Social informa-
tion—hobbies, skills, hometown.

This study followed a pair design where a participant was ex-
posed to each study condition (Figure 2) with a new partner, creat-
ing a fresh pair for each condition to ensure accurate first impres-
sions. During the pre-study survey the participants picked either,
1. basic only, 2. basic and general, or 3. all categories, for their
sharing and seeing preferences separately. The Symmetry vari-
able has two levels that are based on the responses from the pre-
study survey: 1. Symmetric—participants saw at the lower of the
two sharing preference levels selected by them and their partner,

2. Asymmetric—participants saw categories of information about
others that they preferred to see, regardless of how many categories
of information they were willing to share with others. This condi-
tion was designed to realistically simulate a future pervasive face
recognition system that would source information about a detected
person via a reverse-image search, and return publicly available in-
formation about the detected person, tailored to the Pervasive AR
user’s preferences. The second variable was Awareness, which had
two levels: 1. Aware—the glasses indicated if the information seen
and shared is symmetric and which categories of information about
the user were being displayed for others, and, 2. Unaware—there
were no indications about symmetry or the categories of informa-
tion seen by others.

Although all levels in the two variables combined make four
combinations, we opted to test only three conditions to avoid par-
ticipant fatigue. We decided to leave out the Symmetric-Unaware
condition from testing as we assumed that when the users them-
selves generate the information (similar to [33]) and their sharing
preferences about how they want to be perceived, it is unlikely that
symmetry and awareness would make a significant difference. This
condition is similar to creating a social media profile for yourself.
Furthermore, we assumed that the idealised self-presentation in-
stance is unlikely to occur in a Pervasive AR setting.

3.1 Participants, Study Design and Procedure
This study was conducted with 50 participants (27F, 21M, 2D) fol-
lowing ethics approval2. The participants had a mean age of 24.2
and consisted of 46 university students, 3 staff members and 1 sci-
entist. 35 of the participants responded that they had no prior expe-
rience with AR, and 15 responded that they had some AR experi-
ence. About 22 participants were from a technology-related field.

The participants were recruited via flyers and emails from across
the campus and town. All participants received a supermarket
voucher worth NZ$20 as a token of appreciation for their time. Par-
ticipants filled in the consent form, pre-study survey, and a demo-
graphics questionnaire before the study commenced. Following an
introduction to Pervasive AR, each participant was given a pair of
Snap Spectacles (2021)3 and a key card that defined each indica-
tor they would see during the experience (see Appendix A). In this
familiarisation session, participants saw a symmetric information
display about the researcher without indications. The participants
were advised to hold onto their cards throughout the three condi-
tions. The study consisted of three parts, addressing each condition
(see Figure 2).

Deliberately making specific pairings for each condition allowed
us to ensure that during the two asymmetric sessions, each pairing
had one participant who received less information than their partner
based on the preferences each participant had previously defined via
the pre-study survey. During the study session, participants were
seated with their partners for each condition and were tasked with
carrying out a 3-4 minute conversation to pick one of them to go
to a pub quiz with. After each condition, the participants answered
three questionnaires and an interview was conducted at the end of
the study.

3.2 Apparatus
Implementation—The Snap Spectacles-based technology probe
allowed participants to experience receiving FRT-based informa-
tion about other users. We opted to use a technology probe because
it creates a realistic simulation for participants that allows them to
build upon that experience during the interview session to add more
insights [28]. The applications were developed using Lens Studio4.

2This study received ethics clearance from the University of Otago
Ethics Committee (reference number: 24/087)

3www.spectacles.com/new-spectacles/
4ar.snap.com/lens-studio
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Figure 2: The view of Participant A (Jason) and Participant B (Sarah) as seen through the glasses across the three conditions. Sarah selected
to see and share only basic information, and Jason selected to share basic & general information and to see all categories of information. Based
on these preferences: Condition 1: Symmetric-Aware – Both see at the lower of the two sharing levels selected. Condition 2: Asymmetric-Aware
– Each user controls how much they see and knows what the other user sees about them. Condition 3: Asymmetric-Unaware – Each controls
how much they see but does not know what others see about them. Awareness indicators are annotated in red for clarity.

Three versions of this application were developed to represent the
three conditions.

The applications did not carry out face recognition, only face de-
tection. Having the pairing determined before the study and partic-
ipants only interacting with one other participant during each con-
dition allowed us to simulate face recognition using only the Lens
Studio face detection capabilities. The information each participant
saw about their partner was hard-coded into the three applications
prior to each session based on the pre-study survey responses.

Interviews—as our interests were mainly in exploring the ethi-
cal implications of tailoring one’s personal information to suit an-
other’s requirements, the guiding questions for the semi-structured
interview were adapted from Stahl et al.[57]’s guiding questions.
These served more as a framework to guide the participants. We
explored the general themes of receiving information about others
and how it differs from looking someone up, participants’ thoughts
on having others’ personal information tailored to the participant’s
preferences, its effect on self-presentation, first impressions and
sense of control in interactions and the ethical implications.

Questionnaires—all participants filled out four questionnaires.
Questionnaires 2, 3, and 4 listed below were answered following
each condition. 1. Pre-Study survey—participants answered this
questionnaire before attending the study to submit their informa-
tion sharing and receiving preferences as well as information about
themselves, such as their background and professional interests.
This information was used to develop the face recognition applica-
tions for each participant. 2. Perceived Trustworthiness [27]—this
questionnaire had one question answered on three semantic differ-
ential scales. Qin et al.[48] state that trustworthiness has a halo
effect on first impressions. Hence, we used this questionnaire to
evaluate first impressions. 3. Perceived Control [25]—this ques-
tionnaire focused on participants’ perceived control of the interac-
tion they had during the condition and consisted of two questions
answered on a 1-7 Likert-like scale. 4. WEAR Scale [29]—this
questionnaire evaluated the social acceptability of Pervasive AR in
the particular experienced scenario. The questionnaire had 14 ques-
tions answered on a 1-6 Likert-like scale.

3.3 Data Collection and Analysis

The main data for this study was collected from interviews. We
further collected secondary data from questionnaires. The in-
terviews were recorded on an iPhone (14 Pro), transcribed and
pseudonymised using otter.ai. The primary author verified the tran-
scripts for clarity against the original recordings. We followed
the inductive thematic analysis process prescribed by Thomas[60].
While the main procedure followed was by Thomas[60], we re-
ferred to Braun and Clarke[9], and Clarke and Braun[12] for further
clarifications when needed.

We conducted the thematic analysis with the following steps:
1. The primary author read and re-read the transcripts in their en-
tirety for familiarisation. 2. The primary author then generated and
documented the initial set of codes. 3. A second author indepen-
dently generated a list of codes by studying a set of transcripts.
4. Following this, both the initial code set and the code set from the
parallel coding were compared and combined to create a compre-
hensive list of codes. 5. The collated set of codes was further re-
fined through multiple iterations. 6. A third author was then given a
set of samples of raw text, codes and code descriptions along with
example extracts and was asked to assign the appropriate codes to
the raw text samples. 7. The results of the third coder’s assign-
ments were compared to the list of codes from step 5 and further
refined. 8. Themes were developed and discussed iteratively among
authors for clarity and validity. Furthermore, we have chosen not
to quantify our qualitative findings when reporting to avoid unjus-
tifiable generalisations by the readers, as the interviews were semi-
structured group discussions [39].

The questionnaire data was analysed as prescribed in the work
from which they were adapted. We calculated the Cronbach’s Al-
pha values to evaluate the internal validity of the questionnaires.
Additionally, following the normality tests, Cohen’s d-effect sizes
and paired t-tests, Wilcoxon signed rankings, or ANOVA were cal-
culated. Furthermore, in data entry, it was revealed that some of the
responses had missing values, and those responses were removed
entirely from the dataset. Thereby, the Perceived Trustworthiness
questionnaire had no missing values and had 50 responses, the Per-
ceived Control questionnaire had 48 complete responses, and the
WEAR scale had 49 complete responses.

4 RESULTS

Although three different questionnaires were administered during
the study, we were unable to identify any statistically significant dif-
ferences in our analysis (see Appendix B). The internal reliabilities
across conditions of both the Perceived Trustworthiness question-
naire and the Perceived Control questionnaire ranged between poor
and questionable. However, the questionnaires served as probes to
help participants adopt the appropriate mindset for the interview.
Thus, in this section, we report the results of the thematic analysis
of the interviews conducted during the study.

We analysed the interview transcripts to develop themes that in-
form our research questions. Through thorough collating and de-
liberating, we developed six themes (see Figure 3). These provide
insights into how participants perceive tailored FRT-based informa-
tion delivery via Pervasive AR systems across the symmetry and
awareness conditions. Although some findings do not directly ad-
dress our research questions, we believe they contribute meaning-
fully to the broader dialogue on the ethical implications of pervasive
face recognition and are therefore reported with equal importance.



Figure 3: Thematic map illustrating the derived themes.

The themes with accompanying quotes (names pseudonymised) are
presented below,

4.1 First-Impression Formation
This multi-faceted theme compiles our participants’ insights into
how FRT-based information about others via Pervasive AR sys-
tems will influence their first impressions of those detected. The
dimensions aggregated under this theme not only relate to research
question 1 (RQ1) but also provide broader insights into first impres-
sions and self-presentation with pervasive face recognition. Users
regard partners who see more information in aysmmetric inter-
actions untrustworthy. Participants view partners who see more
information about them via pervasive face recognition as dishonest.

Quinn: “It would make me feel like you’ll be the type of
person that will rely on external information about me,
rather than actually getting to know me. So then that
will make me feel untrustworthy of you.”

This participant’s impression of their partner, who received asym-
metrically more information, is less favourable. They consider this
partner to be showing a lack of effort to make an actual connection.

Users conceive an impression of their partner based on the
information they see. In more general terms, participants agree
they will form first impressions of others purely based on the infor-
mation they see about them, e.g.,

Ross: “I feel when you’re presented with information
about someone, and ...before even talking to them, you
read what’s going on. You already start making your
own preconceived notion of who they are, and you al-
ready start to judge their character.”

This participant believes that the information shortens the process
of getting to know someone. Echoing on the previous facet that the
information serves almost as a cheat code to creating an impression
of another. Meanwhile, participants drew parallels between how
we form impressions without pervasive face recognition and with
pervasive face recognition. The following quote is an example of
that,

Gracie: “I don’t think [first impressions based on the in-
formation is] any different to having their social media
account open or just the basic way that we look at peo-
ple. ... Now I’m judging them based on the cues that I
see on the glasses, instead of what kind of shirt they’re
wearing.”

Participants identify that forming impressions based on face recog-
nition information is only an extension of their usual behaviour,
where they take external factors such as normative status symbols
into consideration when forming an impression of someone.

Users present themselves differently based on what others
are seeing about them. There are two sides to first impressions;
the first is the construction of first impressions, which we reported
on above. We further asked participants how they will present them-
selves to others to elicit a certain impression, will change with this
technology. Some participants believe that the knowledge of others
seeing information about you (awareness) will lead you to present
yourself more in a way that fits what they are seeing about you.

Violet: “It also depends [on the] stage of information
because if it’s only professional information, you kind of
present yourself in more of a professional manner. If you
can see more [of] the social information, you present
yourself in a social, more open, generic manner.”

Participants agree that awareness of what information others are
seeing about them will guide them to more strongly project that
side of themselves. On the other hand, some participants believe
they will not change how they present themselves regardless of the
technology.

Daniel: “I think I’d present myself just like how I am.”

These participants believe that while the information creates a
stronger identity, it only adds to their self-presentation and there-
fore, does not require them to change the way they already present
themselves.

The next two themes aggregate dimensions that relate to research
question 2 (RQ2), which explores users’ perceived control when
using pervasive face recognition. Control and agency are two com-
plementary aspects that are often discussed in terms of how control
empowers agency. Rotter[54] claim that those who believe they are
in control are more likely to act autonomously—agency. Although
we had sufficient evidence to merge the following two themes, we
refrained from doing so to avoid oversimplifying our findings.

4.2 User Agency
This category reports the effect that asymmetry of FRT-based in-
formation has on the user’s sense of agency. Asymmetric infor-
mation leads to a disparity in agency. Directly relating to RQ2,
the effects of information symmetry on users’ perceived sense of
control, participants express that the asymmetry leads to a ”power
imbalance”, causing a conversation to be more one-sided, indicat-
ing a lack of agency in that conversation for the participant who is
seeing less information.

Emily: “I would feel quite uncomfortable in that ex-
change, and I would feel like there’s a power imbalance
where you have all this information. We’re not on the
same level. ... Which could kind of potentially create a
one-sided conversation.”

Symmetric information is preferred. Owing to the concerns dis-
cussed previously, participants favour symmetric information deliv-
ery as opposed to asymmetry in social interactions.

Lukas: “I would be most happy if we had the same
amount of information. But then, if someone wanted
more information, then I would want more information.
I would want it to be balanced.”

On the contrary, some participants feel that information asymme-
try is not concerning, viewing it as similar to real-life interactions
where individuals vary in how inquisitive or engaging they are,
prompting others to share more or less in response.

Mary: “I think some people are more curious than oth-
ers naturally. So I would expect a different sort of level
from different people as to how much they want to know
upfront.”



Although helpful, awareness is not control. Commenting on
awareness of knowing how much information an individual is see-
ing about another, some participants convey that it is helpful.

Brian: “I feel like it [awareness] would help a bit. Be-
cause at least, you know that they’re seeing more about
you than you are about them. So you’re kind of aware of
that, and you can behave according to that knowledge.”

However, the majority of the participants agree that awareness
alone is not enough. Especially because the participants cannot
change the information they “share” or even see exactly how much
the other person sees.

Anthony: “I[’d] rather choose to have the authority to
decide what information of me is being shown, than the
indicator. ... I just want to make sure that my informa-
tion that shows, is decided by me, not by the person who
is looking at me.”

In the next theme, we report our findings on broader aspects that
affect users’ perceived control with pervasive face recognition sys-
tems. This theme introduces additional layers to the previously re-
ported theme, user agency.

4.3 Negotiating Control
Participants’ need for control was a prominently discussed theme
during the interviews. This multifaceted theme encompasses all the
areas and aspects participants express they need control in when
using FRT-enabled Pervasive AR systems. This section discusses
different attributes of perceived control that the participants focus
on, including areas of the system that the participants think lack
user intervention and control. Interestingly, participants also sug-
gest several mechanisms to ensure control. Therefore, along with
participants’ concerns regarding a lack of control, we also report
their recommended mitigations.

Control of what information is shared. Firstly, participants ex-
press the importance of information sharing being consent-based,
with explicit control over exactly what is shared about them with
others instead of showing scraped information about them from the
internet, which creates the risk of inaccurately presenting their per-
sonality or constricting them to be presented as just a few facts dis-
played by ignoring their other personal qualities.

Adam: “I don’t think [displaying scraped information]
a good thing because you should be able to choose what
someone sees about you and how you [are] perceived by
someone else wearing glasses. ... If it’s consensual for
all parties involved, I think it’d be a good thing.”

Control of information volume. Secondly, participants highlight
the importance of controlling how much information is shared. Par-
ticipants believe that the amount of information displayed is exor-
bitant for a first meeting with a stranger because information once
shared cannot be taken back and thus should be done responsibly.

Gracie: “I can’t come up with a good reason why the
public should have every bit of information that’s on
me.”

Participants suggest several control mechanisms to ensure control
over how much of their information is exchanged. They suggest
only delivering basic information or revealing more information as
the relationship matures.

Shawn: “If you could modify it to make it, only certain
bits are displayed for every first encounter. And if you
see the person more than a certain amount of times, it
displays that much [more]. But otherwise, it’s just too
much. I don’t think I would want to see everything ev-
eryone’s done.”

Furthermore, the concern about information volume includes how
much information the user receives at once and how it becomes
redundant after repeated interactions.

Quinn: “It was good [to] start off [the] conversation,
but then after you carry on with the conversation, the
information was redundant just staying there.”

Participants suggest that this would be an instance in which tailor-
ing what you see about another would be beneficial.

Hannah: “I actually think that’s a good concept [tai-
loring what information you see about others]. You can
say, ‘Okay, I don’t want to have that much information,
because it’s overwhelming to me.’ ”

Control over who is detected. Thirdly, participants believe that
only other users should be detected and non-users should remain
anonymous.

Sebastian: “It would be a better system if it was done
based on the fact if you’re wearing a pair, another pair
might recognise that individual user [and] display their
information, but if they’re not, they’re not involved.”

Control of the information delivery mechanism. Finally, partici-
pants highlight the importance of controlling how face recognition
is triggered.

Jason: “At first, I thought it was really scary having all
that information available. But then I realised inher-
ently, people can just get that [information] through so-
cial media anyway.”

Although participants identify that the information they receive
about others is similar to what they will find if they are looking
someone up, they claim that the unpromptedness of the informa-
tion delivery is problematic. Highlighting that looking someone up
is a conscious and active decision.

Brian: “Having that information available just as the
default is quite different from having to actively go and
look for it. Because, if you go look for it, you’ve made
an active decision to kind of stalk this person.”

The next themes compile dimensions that contribute to answering
RQ3, which explore how pervasive face recognition systems deliv-
ering tailored information are ethically judged.

4.4 Changed Social Behaviour
In this theme, we identify different aspects of users’ social be-
haviour that participants believe will change with the regular use
of FRT-based Pervasive AR systems.

Redefining conversation initiations. Participants state that re-
ceiving information about others and the knowledge of others see-
ing information about them will change how they initiate conver-
sations (Cf. [33]); for example, participants believe that it will be
normal for users to already know about each other on first meetings.

Hannah: “Because you could read [the displayed in-
formation], and you could just directly ask them [ques-
tions], and that’s just something we need to get used to.
... It’s completely different [to] the way we communi-
cate.”

Detrimental social ramifications of pervasive face recognition.
Firstly, participants express that receiving information about oth-
ers can result in awkward situations, such as strangers approaching
them unexpectedly, feeling like stalkers in social settings due to ac-
cess to others’ personal information, or even being excluded from
interactions because of that perception.



Joey: “I think in social settings, people wearing those
kinds of glasses would be a little bit shunned.”

The second type of potentially negative social implication that can
arise from FRT-based information exchange is making those de-
tected via the glasses vulnerable to dangerous circumstances, such
as being singled out, attacked, manipulated or stalked.

Jason: “You see someone you like, you look at them, and
then you know everything about them, and then you just
follow them.”
Ross: “I think it’d be used to manipulate people, know-
ing what people’s interests [are] ...is really useful if
you want to flatter someone and get something that you
want. If the wrong people have the tool, then ...they’d be
able to hone down on insecurities.”

Participants also note that the information they read about others
can result in them feeling insecure or vulnerable about themselves
in comparison.

Monica: “For example, you meet a billionaire across the
street, and you see his whole portfolio, and you have a
smaller portfolio. I think it might lead to overthinking.

Similarly, participants believe that the insecurity can stem from oth-
ers manipulating their own information to falsely seem more attrac-
tive or appealing than they really are.

Ross: “If [the system] pulls stuff from social media, then
that’s easy to fake. In the case of a bad person using
this, you can make yourself [look] like a really trustwor-
thy person, and then use that front to take advantage of
people.”

Furthermore, participants believe the information they receive from
the system will allow them to modulate their interactions with oth-
ers. The following theme elaborates on the different facets of this.

4.5 Modulating Interactions
Participants convey that the information they receive about others
will help them modulate their interactions. This theme has both
favourable and unfavourable aspects to it.

Interactions guided by the information. Participants express
that the information can, in general, help steer conversations (Cf.
[42, 40]).

Brian: “It’s nice to be able to see where your common
ground might be. It helps to know what kind of questions
to ask.”

Furthermore, they believe that the information will help naturally
shy individuals to take the lead and confidently engage with others.

Edith: “It made me feel a bit more confident asking
questions. I’m generally an introvert. Wearing the
glasses, I was quite [an] extrovert.”

Interactions forced by asymmetry. Some participants believe the
asymmetry of information can force them to interact with others
purely because they are seeing information about them.

Daisy: “I think [the asymmetry] would change who the
more vocal people are within a conversation. For ex-
ample, if you saw all this information on them, it might
force people into a conversation.”

Screening people based on information. In contrast, some par-
ticipants view the information exchange more as a hindrance to a
good, quality interaction. They state that the list of information is
so saturated that it can lead to completely avoiding/ filtering out a
person purely based on the information seen.

Haley: “If you see something that doesn’t really interest
you [...], [then] you might be less likely to talk to them.
You’re [now] more likely [to] just talk to people who
[have] similar interests, than getting out more.”

Participants note both pros and cons of filtering people out this way.
The following quotes highlight these opposing views on filtering
people based on the information displayed about them.

Sebastian: “You might see that they’re a fan of the Cru-
saders [sports team], and you just don’t want to talk to
them, but they might be a really lovely person.”
Rachel: “I attend a conference, and someone is in my
area, I know instantly, and I wouldn’t need to talk to
many people to find out what their research idea is.”

Information overload leads to superficial interactions. Partici-
pants convey that the information makes interactions seem perfunc-
tory. Adding that it can structure the conversation in a way that is
similar to checking things off a checklist, while not attempting to
learn more about the other person in depth, because everything is al-
ready displayed via the glasses, making the interaction superficial.
This results in partners seeming detached from the interaction.

Mia: “Just being given that information would make
you less reliant on actually putting the effort into re-
member[ing] things. I’ll be less likely to know and to
remember any meaningful information about someone
if, whenever I looked at them, it was just there.”

In contrast, participants believe that others having access to exten-
sive information about them during interactions compels them to be
more honest in conversations.

Flynn: “If everyone sees everything about everybody,
then you know nobody is lying. I mean, more honest.”

Besides the previously reported concerns about FRT-based Perva-
sive AR systems, there are certain aspects that participants deem
acceptable. The following theme focuses on this dimension.

4.6 Conditional Acceptability
Acceptability based on the type of information. The majority of
the participants favour only receiving general factual information
rather than personal information from Pervasive AR systems.

Ross: “I can imagine the glasses being used for other
things, like you could set a timer. I don’t think that’s
inherently harmful.”

Some participants are comfortable with having their information
delivered to other users because the information is already out there.
Further stating that the information that already exists is, in a way,
already curated by them.

Mary: “I’d be quite comfortable with it. I don’t really
have anything to hide. ... I think I’m out there a wee bit
anyway, in general.”

Context-based acceptability. Some participants consider the dis-
closure of personal information acceptable only in specific contexts,
such as conference settings, medical emergencies or for security.

Jason: “If someone is dying on the street ...you don’t
know their personal information, you could look at them
[and] figure out what their name is.”
Gracie: “Well, if they’re a danger, they have a criminal
record or they’ve been associated with terrorist groups,
maybe you’d want to know that for the safety of your
child if they show up for an interview to be your babysit-
ter.”



Meanwhile, certain participants thought that, outside of specific
uses, the technology was unnecessary for everyday use.

Brooke: “If you’re sitting having one-to-one conversa-
tions, it will be nice to have the glasses. [But] walking
past, you see all these people will be distracting.”

In summary, we developed six themes that address the influence
of FRT-based Pervasive AR systems on, 1. First Impression For-
mation, discussing first impressions and self-presentation. 2. User
agency, discussing users’ sense of agency and autonomy in social
interactions. 3. Negotiating control, discussing the influence the in-
formation exchange has on users’ perceived control. 4. Changed
Social Behaviour, discussing the potential behavioural and social
changes and challenges. 5. Modulating interactions, consolidating
dimensions of how users shape their interactions with others based
on the information. 6. Conditional acceptability, accumulating ac-
ceptable contexts of use for the technology.

5 DISCUSSION AND FUTURE WORK

The field of AR is seeing a rapid emergence of new devices such
as the Brilliant Frame5, Snap Spectacles6 and AndroidXR Gemini
wglasses7. These new-age AR glasses, paired with advanced face
recognition systems such as Clearview AI8 or lightweight PimEyes,
would mean pervasive face recognition is not far off. When an
afternoon’s simple coding allows a group of students to scan and
identify people in a busy city [24], such implementations need to
be done responsibly with consideration for everyone involved. The
most meticulous way to approach an omnipresent technology such
as pervasive face recognition is by first identifying its repercussions
and the aspects of a user’s life it affects. Therefore, we believe this
work is uniquely positioned to lay the groundwork for that investi-
gation. We focused on how tailored face-based information deliv-
ery via Pervasive AR would affect first impression formation, self-
presentation, perceived control and overall ethical implications.

RQ1: How does the symmetry of tailored information deliv-
ery affect users’ first impressions of others?—in the First im-
pression formation theme, we report that while it is not different
from forming your perception of someone based on certain status
symbols, the information seen via Pervasive AR about someone
else does, in fact, influence how we view that person (Cf. [48]).
More importantly, beyond the content of the information itself, as
assumed, the symmetry of information exchange also influences our
impression of other users. When users receive significantly more
information than they share, they are more likely to be perceived as
unwilling to engage.

With the use of this technology, users will rely on information-
based impression formation. We reported in our theme Modulating
interactions that users will use the information they see about others
to decide whether or not to interact with those persons, indicating
that the users’ impressions of others in that particular social situ-
ation are solely based on the information they receive about that
person, preceding any real interaction. Furthermore, we recognised
that it is just as important to focus on the effect FRT-enabled Per-
vasive AR has on the individual who presents themselves in social
situations (Cf. [20]). In the First impression formation theme, we
reported that users will alter their presentation based on the type of
information that is being presented to others about them.

Similarly, participants voiced their explicit need to control the
information shared about them to preserve their true personality
and presentation in social contexts. Thus, opposing the delivery of

5www.brilliant.xyz/products/frame
6investor.snap.com/news/news-details/2025/Snap-to-Launch-New-

Lightweight-Immersive-Specs-in-2026/default.aspx
7blog.google/products/android/android-xr-gemini-glasses-headsets/
8www.clearview.ai/

scraped information. This brings us to our second research ques-
tion, RQ2: How does the symmetry of tailored information
delivery in social interactions affect users’ perceived control?
While our findings under the theme, Negotiating control, support
our assumption of perceived control being a critical factor in FRT-
based information exchange via Pervasive AR, it cannot be dis-
cussed in isolation but instead along with our theme, User agency.
Answering RQ2, our findings suggest that users will need control
over how much information and what information is shared with
others. More importantly, these themes report that less information
will always be preferred.

“A bell once rung cannot be unrung”. The importance of con-
trolling the amount of information stems from how once shared,
information cannot be taken back (Cf.[64]). Therefore, it would be
prudent to implement a gradual reveal of information. Moreover,
users will prefer symmetric information exchange to ensure that
interactions are not skewed. As reported under the theme Condi-
tional acceptability, the use of FRT-enabled Pervasive AR systems
can be appealing in certain controlled contexts (see [11, 15, 30].
Furthermore, as hypothesised, users’ sense of control is critical and
influences the perceived acceptability of FRT-enabled Pervasive AR
systems. Dynon[15] states that users’ perceived sense of control is
key to accepting FRT on personal devices. However, Brandimarte
et al.[8] state that increased control can be counterintuitive to ensur-
ing user privacy as it sometimes leads to disclosing more personal
information.

RQ3: How is the delivery of tailored information about oth-
ers via Pervasive AR ethically judged? In this study, we sub-
scribe to the work of Stahl, Timmerman and Flick [57] as a scaffold
to answer this research question. Thus, we relate the issues we
qualitatively identified to explicit morality [56] under their defined
categories: 1. impact on individuals, 2. consequence to society, and
3. uncertainity of outcomes . The majority of the issues we identi-
fied relate to the category of ethical issues that have an impact on
individuals who use FRT-based Pervasive AR systems. This cat-
egory identifies issues that affect autonomy, identity, treatment of
humans (systems that manipulate and mislead individuals), secu-
rity, and privacy.

Amongst the themes we developed, the Negotiating control
theme and the Changed social behaviour theme predominantly in-
form us of ethical issues affecting individuals [57]. The larger share
of the concerns reported under Negotiating control—such as the in-
formation being scraped rather than curated by each user, automatic
information delivery, or recognition of non-users—shifts the con-
trol from the user to the Pervasive AR system, raising numerous au-
tonomy-related ethical issues. Furthermore, awareness did not im-
prove users’ sense of control as it was not actionable, further wors-
ening users’ autonomy and posing ethical challenges. Nonetheless,
this finding contributes to answering RQ3.2: How is the asymmet-
ric delivery of tailored personal information judged when users
are made aware of the existing asymmetry?

We identified two key ethical concerns related to identity. First,
feelings of insecurity based on what a user is seeing about others
or feeling like a stalker due to asymmetry (refer to theme Changed
social behaviour) as a result of this technology are ethically con-
cerning. Second, although users found the idea of a “remembrance
agent” ([52]) to be useful, there were concerns about reduced cogni-
tive load. The concept of Digital dementia [46] applies here. When
all one needs to remember about another is constantly presented
to them via AR, the need to actively recall details diminishes, po-
tentially weakening memory-related functions. This concern was
previously also reported by Regenbrecht et al. [51].

Issues such as potential manipulations, misleading, stalking and
discrimination of others based on personal information received via
FRT-based Pervasive AR systems highlight ethical issues relating
to treatment of humans and security. Furthermore, under treatment

https://brilliant.xyz/products/frame
https://investor.snap.com/news/news-details/2025/Snap-to-Launch-New-Lightweight-Immersive-Specs-in-2026/default.aspx
https://investor.snap.com/news/news-details/2025/Snap-to-Launch-New-Lightweight-Immersive-Specs-in-2026/default.aspx
https://blog.google/products/android/android-xr-gemini-glasses-headsets/
https://www.clearview.ai/


of humans, security and privacy categories, participants expressed
concerns regarding the general privacy violations by these systems.
Privacy and security concerns related to always-on systems con-
tinue to be extensively investigated from a range of perspectives
such as in terms of general social implications [45, 51, 53, 66], its
effect on secondary actors [6, 31, 69], technical implications [7, 43]
and design recommendations [10, 13, 32]. While we recognise the
significant ethical implications of traditional privacy, their in-depth
exploration is beyond the scope of this work. Instead, we focus on a
more context-specific privacy and security concern our participants
raised—the lack of explicit consent when one’s personal details are
shared with another via Pervasive AR. This concern qualifies as an
ethical issue relating to both treatment of humans and privacy, par-
ticularly when the shared information is scraped.

Moreover, the constant data collection by always-on systems im-
plies consequences for society as a whole. Stahl et al. state tech-
nologies that continuously monitor individuals—sousveillance, to
be ethically questionable. Under the same category, they identify
issues that result in inequity and inequality—Digital divide. As we
have established, FRT-based Pervasive AR creates asymmetrical in-
formation exchanges among users. The asymmetry would lead to
power imbalances in interactions, leading to a certain group having
reduced agency, which poses ethical implications. That said, this
finding contributes to answering our sub-research question, RQ3.1:
How is the delivery of tailored personal information in social
interactions judged when the amount of information accessed
and shared is symmetric? Similar challenges from asymmetrical
information exchange have previously been observed by Eghtebas
et al. [16], Regenbrecht et al. [49], and Perera et al. [45].

Furthermore, participants believed the information inequity cre-
ated by not having Pervasive AR glasses would put them at a disad-
vantage, forcing them to adopt the technology. While this particular
concern does not relate to our research questions directly, it dis-
cusses a valid ethical dilemma pertaining to Pervasive AR. This is a
widely discussed challenge of ubiquitous systems [11, 16, 45, 49].
Reporting on this issue, Chung et al.[11] and Perera et al.[45] have
stressed the importance of implementing a sharing mechanism be-
tween users.

This issue of inequity is more critical in pervasive face recog-
nition as the issue arises from a partner receiving more personal
information about the user than they are sharing about themselves.
This relates back to the need for consent and actionable awareness.
Moreover, in their report for XR4Human, Stephane et al., [58] iden-
tify informed consent, equity, social fairness and privacy and secu-
rity, among others, to be critical ethical considerations for Extended
Reality (XR), which includes AR.

The final ethical issue we discovered relates to challenges arising
from unforeseen technological limitations, under the category of
Uncertainty of outcomes [57]. When information is being scraped
from the internet, there is a risk of the information being outdated or
incorrect due to FRT limitations, leading to inaccurate presentations
of those detected (as reported in Negotiating control ). According
to the Stahl et al. framework, such inaccuracies pose an ethical
dilemma. Eghtebas et al. [16] state in their work different contexts
of how a user could be misrepresented or overexposed based on
their online persona and suggest having information brokers that
act on the user’s behalf to safeguard the accuracy and access of
data.

Future Work— Overall, some participant comments may be at-
tributed to the artificial experiment setting. Participants mentioned
not noticing or adapting to the asymmetrical information delivery
quickly, possibly due to the security of knowing they were in a con-
trolled experiment or that the information was self-submitted. We
see an opportunity for pervasive face recognition to be explored in
a more ecologically valid environment to reveal additional dimen-
sions of interest that affect pervasive face recognition and its ethical

implications.
Moreover, participants found the lack of eye visibility through

the glasses made it difficult to read emotions, preferring a more
subtle design of glasses for daily use. These concerns stem from the
chosen device for this study, Snap Spectacles. In future, AR glasses
with transparent lenses, such as the Frame by Brilliant Labs, could
negate these issues, thus warranting further investigations.

Besides the WEAR scale intended for wearable technology,
the other measurements we used, Perceived Control question-
naire—designed for analysing interfaces and Perceived Trustwor-
thiness questionnaire—intended for psychological analyses, re-
ported poor reliability in our context. Thus, there is potential to op-
erationalise these variables with measurements that better suit Per-
vasive AR systems. Although our sample size was consistent with
similar studies in the domain, a larger sample may have yielded
some significant results with these measures.

While opening the dialogue, the ethical implications we report
create an opportunity for future work exploring how different de-
sign guidelines and mechanisms can be harnessed to alleviate these
concerns. Thus, more work is needed to identify how each issue
can be best addressed while keeping users’ interests in mind.

6 CONCLUSION

In conclusion, as Pervasive AR continues to transition into a wear-
able everyday technology that delivers contextualised information
in real-time, it is essential to recognise the implications that the
combination of two technologies, FRT and Pervasive AR, will bring
about. This transformative turn of technology will change our in-
terpersonal behaviours, in ways that can have ethical implications
that affect users and those around them. Our six themes offer an
informed perspective into these issues and concerns that need to be
proactively addressed to reshape Pervasive AR into a technology
that acknowledges users’ core values. FRT-enabled Pervasive AR
should merely serve as an aid to its users instead of undermining
the integrity of meaningful social connections. Thus, it should be
implemented to serve the benefits identified while mitigating neg-
ative consequences such as disruptions to users’ self-perceptions,
weakened sense of control, social power imbalances, and exploita-
tion of others enabled by the technology. We believe informed con-
sent and information equity can address the key issues pertaining to
these ethical challenges.
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[33] M. Kytö and D. McGookin. Augmenting multi-party face-to-face
interactions amongst strangers with user generated content. Com-
puter Supported Cooperative Work: CSCW: An International Journal,
26:527–562, 12 2017. doi: 10.1007/S10606-017-9281-1

[34] E. Learned-Miller, J. Buolamwini, V. Ordóñez, and J. Morgenstern.
Facial Recognition Technologies In The WILD. The Algorithmic Jus-
tice League, [Online]. May. 29, 2020. Available: https://www.ajl.
org/federal-office-call.

[35] K. Lee, D. Sato, S. Asakawa, H. Kacorri, and C. Asakawa. Pedestrian
detection with wearable cameras for the blind: A two-way perspective.
Conference on Human Factors in Computing Systems - Proceedings,
4 2020. doi: 10.1145/3313831.3376398

https://www.washingtonpost.com/technology/2022/12/02/tsa-security-face-recognition/
https://www.washingtonpost.com/technology/2022/12/02/tsa-security-face-recognition/
https://www.perpetuallineup.org/
https://www.perpetuallineup.org/
https://www.ajl.org/federal-office-call
https://www.ajl.org/federal-office-call


[36] E. Litt. Knock, knock. who’s there? the imagined audience. Journal
of Broadcasting & Electronic Media, 56:330–345, 7 2012. doi: 10.
1080/08838151.2012.705195

[37] M. Madsen, R. el Kaliouby, M. Goodwin, and R. Picard. Technology
for just-in-time in-situ learning of facial affect for persons diagnosed
with an autism spectrum disorder. In Proceedings of the 10th Inter-
national ACM SIGACCESS Conference on Computers and Accessibil-
ity, Assets ’08, p. 19–26. Association for Computing Machinery, New
York, NY, USA, 2008. doi: 10.1145/1414471.1414477

[38] B. Mandal, S. C. Chia, L. Li, V. Chandrasekhar, C. Tan, and J. H.
Lim. A wearable face recognition system on google glass for assist-
ing social interactions. Lecture Notes in Computer Science (including
subseries Lecture Notes in Artificial Intelligence and Lecture Notes in
Bioinformatics), 9010:419–433, 2015. doi: 10.1007/978-3-319-16634
-6 31

[39] J. A. Maxwell. Using numbers in qualitative research. Qualitative
Inquiry, 16(6):475–482, 2010. doi: 10.1177/1077800410364740

[40] T. T. Nguyen, D. T. Nguyen, S. T. Iqbal, and E. Ofek. The known
stranger: Supporting conversations between strangers with person-
alized topic suggestions. In Proceedings of the 33rd Annual ACM
Conference on Human Factors in Computing Systems, CHI ’15, p.
555–564. Association for Computing Machinery, New York, NY,
USA, 2015. doi: 10.1145/2702123.2702411

[41] P. Norstrom and A. Consulting. Has covid increased public faith in
facial recognition? Biometric Technology Today, 2021:5, 11 2021.
doi: 10.1016/S0969-4765(21)00121-1

[42] H. Ogawa and P. Maes. Smartwatch-based topic suggestions to enrich
casual conversations in awkward encounters. In Proceedings of the
2020 ACM International Symposium on Wearable Computers, ISWC
’20, p. 68–72. Association for Computing Machinery, New York, NY,
USA, 2020. doi: 10.1145/3410531.3414310

[43] O. Opaschi and R.-D. Vatavu. Uncovering practical security and
privacy threats for connected glasses with embedded video cameras.
Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., 4(4), Dec.
2020. doi: 10.1145/3432700

[44] A. S. Pentland and T. Choudhury. Face recognition for smart environ-
ments. Computer, 33:50–55, 2000. doi: 10.1109/2.820039

[45] K. Perera, T. Langlotz, N. Pantidi, and H. Regenbrecht. What you
see is (not necessarily) what i see—pervasive ar for public displays.
ACM International Conference Proceeding Series, 12 2024. doi: 10.
1145/3726986.3727005

[46] M. Preiss. Manfred spitzer: Digital dementia: What we and our chil-
dren are doing to our minds. brno: Host, 2014. Cognitive Remediation
Journal, 3(2):31–34, 2014. doi: 10.5507/crj.2014.008

[47] X. Qiang. The road to digital unfreedom: President xi’s surveillance
state. Journal of Democracy, 30:53–67, 1 2019. doi: 10.1353/JOD.
2019.0004

[48] Y. Qin, H. Cho, P. Li, and L. Zhang. First impression formation based
on valenced self-disclosure in social media profiles. Frontiers in Psy-
chology, 12:656365, 6 2021. doi: 10.3389/FPSYG.2021.656365

[49] H. Regenbrecht, A. Knott, J. Ferreira, and N. Pantidi. To see and
be seen—perceived ethics and acceptability of pervasive augmented
reality. IEEE Access, 12:32618–32636, 2024. doi: 10.1109/ACCESS
.2024.3366228

[50] H. Regenbrecht and T. Langlotz. Mutual gaze support in videoconfer-
encing reviewed. Communications of the Association for Information
Systems, 37:45, 11 2015. doi: 10.17705/1CAIS.03745

[51] H. Regenbrecht, S. Zwanenburg, and T. Langlotz. Pervasive aug-
mented reality—technology and ethics. IEEE Pervasive Computing,
21:84–91, 2022. doi: 10.1109/MPRV.2022.3152993

[52] B. J. Rhodes. The wearable remembrance agent: A system for aug-
mented memory. Personal and Ubiquitous Computing, 1:218–224,
1997. doi: 10.1007/BF01682024

[53] F. Roesner, T. Kohno, and D. Molnar. Security and privacy for aug-
mented reality systems. Communications of the ACM, 57:88–96,
2014. doi: 10.1145/2580723.2580730

[54] J. B. Rotter. Generalized expectancies for internal versus external con-
trol of reinforcement. Psychological monographs, 80:1–28, 1966. doi:
10.1037/H0092976

[55] B. Singletary and T. Starner. Symbiotic interfaces for wearable face

recognition. In HCII2001 workshop on wearable computing, New Or-
leans, LA, 2001.

[56] B. Stahl. Morality, ethics, and reflection: A categorization of norma-
tive is research. Journal of the Association of Information Systems,
13:636–656, 08 2012. doi: 10.17705/1jais.00304

[57] B. C. Stahl, J. Timmermans, and C. Flick. Ethics of emerging in-
formation and communication technologies: On the implementation
of responsible research and innovation. Science and Public Policy,
44:369–381, 6 2017. doi: 10.1093/SCIPOL/SCW069

[58] L. Stephane, S. K. Renganayagalu, and F. Mushtaq. D7.1: Final
specification of use cases and scenarios. https://xr4human.eu/
deliverables/, 2023. XR4HUMAN Project Consortium.

[59] I. Sutherland. The ultimate display. Proceedings of the IFIPS
Congress 65(2):506-508. New York: IFIP, 2, 01 2001.

[60] D. R. Thomas. A general inductive approach for analyzing qualitative
evaluation data. American Journal of Evaluation, 27:237–246, 6 2006.
doi: 10.1177/1098214005283748

[61] T. Q. Tran, T. Langlotz, and H. Regenbrecht. A survey on measuring
presence in mixed reality. In Proceedings of the CHI Conference on
Human Factors in Computing Systems, CHI ’24. Association for Com-
puting Machinery, New York, NY, USA, 2024. doi: 10.1145/3613904
.3642383

[62] Y. Utsumi, Y. Kato, K. Kunze, M. Iwamura, and K. Kise. Who are
you? - a wearable face recognition system to support human memory.
ACM International Conference Proceeding Series, pp. 150–153, 2013.
doi: 10.1145/2459236.2459262

[63] X. Wang, X. Zhao, V. Prakash, W. Shi, and O. Gnawali.
Computerized-eyewear based face recognition system for improving
social lives of prosopagnosics. In 2013 7th International Conference
on Pervasive Computing Technologies for Healthcare and Workshops,
pp. 77–80, 2013.

[64] Y. Wang, G. Norcie, S. Komanduri, A. Acquisti, P. G. Leon, and L. F.
Cranor. ”i regretted the minute i pressed share”: a qualitative study
of regrets on facebook. In Proceedings of the Seventh Symposium on
Usable Privacy and Security, SOUPS ’11. Association for Comput-
ing Machinery, New York, NY, USA, 2011. doi: 10.1145/2078827.
2078841

[65] P. Washington, C. Voss, A. Kline, N. Haber, J. Daniels, A. Fazel,
T. De, C. Feinstein, T. Winograd, and D. Wall. Superpowerglass: A
wearable aid for the at-home therapy of children with autism. Proc.
ACM Interact. Mob. Wearable Ubiquitous Technol., 1(3), sep 2017.
doi: 10.1145/3130977

[66] B. Wassom. Augmented Reality Law, Privacy, and Ethics: Law, Soci-
ety, and Emerging AR Technologies. Syngress Publishing, Boston, 1st
ed., 2014.

[67] T. Worstall. The Killer Google Glass App That Google Won’t
Let You Have. Forbes, [Online]. Nov. 20, 2013. Available:
https://www.forbes.com/sites/timworstall/2013/11/20/

the-killer-google-glass-app-that-google-wont-let-you-have/

?sh=6630a4f01299.
[68] Y. Zhao, S. Wu, L. Reynolds, and S. Azenkot. A face recognition

application for people with visual impairments: Understanding use
beyond the lab. Conference on Human Factors in Computing Systems
- Proceedings, 2018-April, 4 2018. doi: 10.1145/3173574.3173789

[69] Y. Zhao, Y. Yao, J. Fu, and N. Zhou. ”if sighted people know, i should
be able to know”: privacy perceptions of bystanders with visual im-
pairments around camera-based technology. In Proceedings of the
32nd USENIX Conference on Security Symposium, SEC ’23. USENIX
Association, USA, 2023.

[70] C. Zhong, H.-w. Chang, D. Karamshuk, D. Lee, and N. Sastry. Wear-
ing many (social) hats: How different are your different social network
personae? Proceedings of the International AAAI Conference on Web
and Social Media, 11(1):397–406, May 2017. doi: 10.1609/icwsm.
v11i1.14897

https://xr4human.eu/deliverables/
https://xr4human.eu/deliverables/
https://www.forbes.com/sites/timworstall/2013/11/20/the-killer-google-glass-app-that-google-wont-let-you-have/?sh=6630a4f01299
https://www.forbes.com/sites/timworstall/2013/11/20/the-killer-google-glass-app-that-google-wont-let-you-have/?sh=6630a4f01299
https://www.forbes.com/sites/timworstall/2013/11/20/the-killer-google-glass-app-that-google-wont-let-you-have/?sh=6630a4f01299

	Introduction
	Related Work
	Surveillance and Sousveillance
	Assistive and Social Applications
	Self-Presentation in Digital Contexts

	User Study
	Participants, Study Design and Procedure
	Apparatus
	Data Collection and Analysis

	Results
	First-Impression Formation
	User Agency
	Negotiating Control
	Changed Social Behaviour
	Modulating Interactions
	Conditional Acceptability

	Discussion and Future Work
	Conclusion

