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Abstract
We have developed a novel and affordable way to texture virtual hands from individually taken photographs and integrated 
the virtual hands into a mixed reality neurorehabilitation system. This mixed reality system allows for serious game play 
with mirrored and non-mirrored hands, designed for patients with unilateral motor impairments. Before we can ethically 
have patients use the system, we must show that embodiment can be achieved for healthy users. We compare our approach’s 
results to previous work in the field and present a study with 48 healthy (non-clinical) participants targeting visual fidelity 
and self-location. We show that embodiment can be achieved for mirrored and non-mirrored hand representations and that 
the higher realism of virtual hands achieved by our texturing approach alters perceived embodiment. We further evaluate 
whether using virtual hands resized to the individual’s hand size affects embodiment. We present a 16-participant study 
where we could not find a significant difference with personal resized hands. In addition to rehabilitation contexts, our find-
ings have implications for the design and development of applications where embodiment is of high importance, such as 
surgical training and remote collaboration.

Keywords  Virtual embodiment · Neurorehabilitation therapy · Virtual reality · Virtual hands reconstruction · Virtual 
interaction

1  Introduction

Virtual reality (VR) and mixed reality (MR) applications 
are increasingly finding their way out of the laboratories and 
into the real world. While some specialised application fields 
like virtual reality exposure therapy have been successfully 
applied in therapists’ offices for two decades already, others, 

like VR education systems, have only recently moved into 
seminar and class rooms (Powers and Emmelkamp 2008; 
Freina and Ott 2015). The affordability of current VR tech-
nology—including displays, tracking and capturing systems 
and computers capable of high-quality graphics—has led 
to a wider dissemination of VR and MR and also allows 
us to stretch the possibilities of what can be done even fur-
ther. In the case of the research area targeted in this paper, 
truly manual interaction with virtual objects and environ-
ments can be implemented without the need to wear special 
devices or to instrument the users, as was the case in the past 
with data gloves or tracking markers. Furthermore, we can 
display realistic looking and believable hands in the virtual 
environment with high visual, spatial and temporal fidelity. 
This new quality opens up new application fields, which 
highly depend on accurate and predictable perception and 
interaction.

In our virtual neurorehabilitation mirror therapy scenario, 
patients are fooled about what they are seeing to allow for 
an incremental gain of lost motor function, e.g. damaged by 
traumatic brain injury or stroke. In the virtual environment, 
a patient is presented with a rehabilitation task in the form 

Electronic supplementary material  The online version of this 
article (https​://doi.org/10.1007/s1005​5-020-00456​-4) contains 
supplementary material, which is available to authorized users.

 *	 Chris Heinrich 
	 heinrich.chris@gmail.com

	 Matthew Cook 
	 matthew@cook.run

	 Tobias Langlotz 
	 tobias.langlotz@otago.ac.nz

	 Holger Regenbrecht 
	 holger.regenbrecht@otago.ac.nz

1	 Department of Information Science, University of Otago, 
Dunedin, New Zealand

http://orcid.org/0000-0002-2686-6051
http://crossmark.crossref.org/dialog/?doi=10.1007/s10055-020-00456-4&domain=pdf
https://doi.org/10.1007/s10055-020-00456-4


	 Virtual Reality

1 3

of a serious game, using a mirrored version of their healthy 
hand to visually mimic the movements of their impaired 
hand. Simply speaking, the brain “sees” the impaired limb 
moving and therefore re-wires itself; this effect is known as 
neuroplasticity (Doidge 2008; Giraux and Sirigu 2003). In 
our VR neurorehabilitation scenario, highly realistic virtual 
hands are necessary so that patients can feel embodied in 
that mirrored limb and the neuroplastic effects have a chance 
to occur.

Like in similar application scenarios, we have to give 
the user the feeling that what they are seeing are their own 
hands, that they are in control of those hands (mirrored or 
not), and that the hands perceived are in correct or simply 
believable spatial positions. Those three aspects are form-
ing the feeling of embodiment. Different disciplines define 
embodiment differently; however, for this paper we will be 
using the Kilteni et al. (2012) definition who state that the 
Sense of Embodiment consists of three subcomponents: 
Sense of Self-Location, Sense of Agency and Sense of Owner-
ship. Sense of Self-Location refers to where we perceive our 
body to be located. Sense of Agency refers to the relation-
ship between our expected physical movement and actual 
performed movement. Sense of Ownership is the sense that 
our own body is the source of sensations. While there are 
numerous studies (detailed in Sect. 2) investigating embodi-
ment of users’ hands, their application scenarios are mostly 
hypothetical and do not necessarily rely on embodiment; in 
contrast, our application scenario does.

We not only should be able to provoke and measure 
embodiment, but we have to also make sure that embodiment 
is achieved. To do so, we have developed a virtual neurore-
habilitation application for stroke patients, which doubles 
as an experimental platform to investigate embodiment in 
general. Virtual reality clinical research experts have created 
a framework to help guide therapeutic VR application devel-
opment and testing (Birckhead et al. 2019). Their framework 
consists of different stages that a therapeutic VR applica-
tion should go through (from design of the system all the 
way through to clinical trials). Following their framework, 
before we can expose real patients to our system, we must 
show that embodiment can be achieved with our personal-
ised virtual hands with healthy users first. In particular, we 
are interested in: 

1.	 What degree of visual hand fidelity is needed and suf-
ficient for embodiment (specifically ownership and 
agency)? We are stretching existing research by auto-
matically texturing users’ virtual hands with photo-
graphs taken of their own hands. We then compare this 
visualisation against current best practice in research.

2.	 What effect does mirroring virtual hands have towards 
embodiment? Does the concept of self-location also 
apply to mirrored hands, which are, in a different and 

incongruent spatial position than the real hands in the 
real world? If so, this would enable us to use this tech-
nique in embodiment-requiring scenarios and would 
challenge commonplace assumptions on the necessity 
of positioning the hands in congruent positions.

3.	 To what degree, if at all, does the size of the virtual 
hand affect embodiment (specifically ownership)? How 
do people perceive their hand size to be in a virtual envi-
ronment?

We are addressing those research questions in the remainder 
of the paper starting with a review of the relevant literature, 
followed by a walk-through of our process to texture user’s 
hands by capturing four photographs of their hands (palm 
and back for both left and right hands) and present the results 
and interpretations of our two user studies.

The first user study investigates visual fidelity with our 
personalised virtual hand amongst three other virtual hand 
visualisations from two closely related works (Lin and Jörg 
2016; Argelaguet et al. 2016). These two papers measured 
embodiment using the virtual hand illusion (threatening/dan-
gerous scenario) and consisted of different virtual hand visu-
alisations of varying visual fidelity. We present a different 
application scenario (non-threatening, rehabilitation task) 
which involves mirroring the virtual hands movements for 
neurorehabilitation (stroke, phantom limb pain, etc.). This 
neurorehabilitation task consists of a virtual memory game 
where participants interact by activating different tiles on a 
virtual game board to find matching food items. We measure 
perceived embodiment and task performance for these four 
virtual hand visualisations of varying visual fidelity and mir-
roring conditions (mirroring/non-mirrored).

The second user study investigates if resizing the per-
sonalised virtual hand to a participant’s actual hand size has 
an effect on embodiment/task performance. In this study, 
a different group of participants only use the personalised 
hand visualisation (mirrored and non-mirrored) and interact 
with the same rehabilitation task from the first study. The 
measures are the same as the first study except (at the end of 
the study) we ask participants to indicate how they perceive 
their actual hand size to be in VR. These two user studies 
provide insights on our three research questions as well as 
the effects of a personalised virtual hand in VR.

2 � Related work

As defined earlier, Kilteni et al. (2012) stated that the Sense 
of Embodiment consists of three subcomponents: Sense of 
Self-Location, Sense of Agency and Sense of Ownership. 
Adapting that definition to our hand visualisation scenario, 
Sense of Self-Location refers to where we perceive our real 
hand to be physically located when we’re interacting using 
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a virtual representation. Sense of Agency refers to our differ-
ence between expected and resulting hand movement with 
the virtual hand visualisation. Sense of Ownership refers 
to the feeling that the hand visualisation belongs to our 
body, which is also called the virtual hand illusion (VHI). 
Research into VHI is based on research into the similar rub-
ber hand illusion (RHI), first introduced by Botvinick and 
Cohen (1998), which showed that participants could take 
ownership of a rubber hand near to their own hidden real 
hand.

The VHI swaps out the rubber hand for a virtual repre-
sentation of a hand and investigates participant’s feeling of 
embodiment towards that hand. Previous research has shown 
that ownership of virtual limbs can occur (Slater et al. 2009), 
including the effects of danger on ownership (Ma and Hom-
mel 2013), and that the RHI can be induced in immersive 
VR (Yuan and Steed 2010; IJsselsteijn et al. 2005). Ma and 
Hommel (2015) investigated two different virtual hand visu-
alisations (hand and rectangle) and found that ownership is 
elicited with both hand visualisations and that synchronous 
agency contributed to increased perceived ownership.

There are two research papers that investigate the use of 
different VHI hand visualisations that are especially rele-
vant to our work: Argelaguet et al. (2016) and Lin and Jörg 
(2016). Argelaguet et al. (2016) used three different hand 
visualisations (varying on visual fidelity) and evaluated 
their role in participant’s sense of embodiment in different 
experimental tasks/scenarios. Participants had two tasks to 
complete using these different hand visualisations: a pick 
and place task in which they had to avoid different poten-
tially threatening obstacles and a rotating saw blade task in 
which the participants place their hands next to this (virtu-
ally) dangerous object. Surprisingly, they found that “simpli-
fied” (less realistic) hands provided faster and more accurate 
interactions as well as higher sense of agency (compared to 
their higher realism hand).

Lin and Jörg (2016) used six different hand visualisations 
(varying on visual fidelity) to evaluate the VHI. Their study 
involved two tasks: blocking flying balls with their virtual 
hand visualisation and a virtual threat scenario where a 
knife hits their virtual hand. They found that a wooden block 
(least realistic) hand visualisation was significantly lower 
for ownership. They also found that appearance does not 
affect agency. This is in contrast to Argelaguet et al. (2016) 
findings that agency is stronger for less realistic hand visu-
alisations. However, both of these works feature an obscure 
and threatening task which differs from our rehabilitation 
task/scenario.

Other research has been carried out that has investi-
gated ownership not just of a hand, but of the entire body. 
Preston et al. (2015) investigated body ownership in a mir-
ror with a mannequin body (instead of a rubber hand). 
They evaluated ownership amongst conditions such as 

mirrored, non-mirrored and first-person perspective of 
the mannequin. They found strong ownership with the 
mirrored mannequin was as strong as when viewed from 
a first-person perspective and greater than when viewed 
from a third person perspective. Gonzalez-Franco et al. 
(2010) brought this into VR and evaluated ownership on 
a mirrored avatar that mimics participants’ movements. 
They found that participants did elicit ownership in the 
mirrored avatar which supports our approach for mirrored 
hand illusion neurorehabilitation. Nimcharoen et al. (2018) 
present an AR system that uses a single depth sensing 
camera to show users a mirrored capture of their body 
with different body sizes. They found participants reported 
a high sense of ownership and agency with the mirrored 
full body representation. Banakou et al. (2013) adapted the 
mirrored full body illusion in VR to present the users in a 
child avatar or an adult avatar scaled to the same height as 
the child avatar and how that affects ownership and object 
size estimation. They found participants experienced sub-
jective ownership of both avatars; however, the child size 
avatar participants overestimated the size of virtual cubes 
compared to the adult avatars.

Jung et al. (2018) evaluated a “personalised” stereo video 
camera texture for object size estimation in virtual reality. 
They found increased body ownership and spatial presence 
with their “personalised” texture as well as being able to 
correctly estimate the size of virtual objects in proximity of 
their hand. Their personalised texture was used to estimate 
virtual box sizes near the virtual hand, but the personalised 
virtual hand was not used to actually interact with the virtual 
environment. They also had self-reported technical limita-
tions that included: having to apply physical paint on partici-
pants hands to help them identify them in VR, camera colour 
accuracy dropping and becoming noisy after 1 minute of 
system use, asking participants not to move their head dur-
ing use. These limitations made their approach infeasible for 
our practical, serious neurorehabilitation scenario. Schwind 
et al. (2017) evaluated how different genders perceive dif-
ferent virtual hand visualisations (default hand textures). 
They found that men accept and experience presence via 
both genders hands and that females experience less pres-
ence with male hands.

Khan et al. (2017) evaluated two different hand visu-
alisations as a gesture interaction with virtual content in a 
360-degree movie. They used two hand visualisations: Seg-
mented hands from an RGB-D video camera and compared 
this with a skin textured Leap Motion hand model. They 
found that the video textured hand visualisation generated 
stronger ownership. While their findings are interesting, they 
are likely not of general applicability because (a) the Leap 
Motion hand was not in any way tailored to the participants 
and (b) their specific task afforded hand occlusions (self and 
between hands) which disadvantages the Leap Motion hand.
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Work has also been carried out regarding the recon-
struction of virtual hands from camera images. Mueller 
et al. (2019) provide real-time pose and shape reconstruc-
tion for two-handed interaction from a single depth cam-
era. Their implementation is able to adjust the virtual hand 
to the user’s hand shape and able to adjust to two-handed 
interactions, gesture interactions and occlusion. Sharp 
et al. (2015) also use one depth camera to reconstruct vir-
tual hands; however, it is limited to one hand and uses 
a standard hand model size. Romero et al. (2017) use a 
specialised 3D hand capture system which consists of five 
cameras to reconstruct a highly realistic and personalised 
virtual body/hand model. However, their implementation 
requires expensive, specialised 3D scanning hardware to 
reconstruct the person’s hand shape and focused more 
towards animation than real-time interaction.

Virtual hand visualisations have been previously used 
in stroke rehabilitation. Of particular relevance to us are 
those that have used the Leap Motion hand tracking sys-
tem. Research has been done into the usability of the Leap 
Motion controller for stroke rehabilitation applications 
which showed acceptable accuracy and performance for 
clinical and rehabilitation use (Tung et al. 2015; Holmes 
et al. 2016). Stroke rehabilitation applications (using the 
Leap Motion controller) have shown promise in evaluating 
patient hand function (Khademi et al. 2014), hand function 
recovery (Iosa et al. 2015) and independent training (Liu 
et al. 2015).

While we have chosen our neurorehabilitation task, 
TheraMem (explained in detail in Sect. 4.3), other neurore-
habilitation scenarios have been used in VR to help with 
stroke rehabilitation as well. Rubio et al. (2013) present a 
VR system with two tasks for stroke patients to carry out 
with virtual hands: wipe clean a dirty virtual table and 
squeeze a virtual lemon. These tasks are used to assess 
stroke survivors motor function, and they found strong 
correlation between measures in these tasks and clinical 
measures. Holmes et al. (2016) developed their TAGER 
immersive VR rehabilitation system which gives stroke 
patients a 3D pointing task where they must reach and 
point to randomly moving targets in the VR environment. 
Proença et al. (2018) carried out a systematic review of 
serious games for upper limb rehabilitation which showed 
potential for many different kinds of neurorehabilitation 
tasks, but no clear “gold standard” task for neurorehabili-
tation. Hung et al. (2016) carried out a survey of stroke 
patients and therapists to find out what they both look for 
in game-based rehabilitation. They found that patients pre-
fer games that challenge their mind are user-driven, cost-
effective and diverse in tasks during gameplay. Holden 
(2005) provide a comprehensive history on neurorehabili-
tation scenarios for motor rehabilitation in VR from the 
early 2000s.

Mirror therapy has been used previously in virtual and 
mixed reality contexts to promote recovery in stroke patients. 
Studies into the feasibility of mirror therapy have shown that 
VR/MR is feasible for clinical use (Hoermann et al. 2017; 
Assis et al. 2016). MacNeil (2017) presents an immersive 
VR mirror therapy system that consists of a number of activ-
ities of daily living such as rolling dough, stacking plates, 
clapping hands and hanging clothes on a line. They con-
cluded with a small preliminary user study that investigated 
virtual mirror therapy against traditional mirror therapy and 
could not detect a difference in recovery between groups. 
Weber et al. (2019) also present an immersive VR mirror 
therapy system; however, hand visualisation/movement was 
limited by using an Oculus hand controller. Their system 
also consisted of similar activities of daily living and from 
a pilot study found that their system was feasible to use for 
stroke patients regarding safety, adherence and tolerance. 
Trojan et al. (2014) have developed an AR system (using an 
HMD) to carry out mirror therapy at home and they report 
increased performance in healthy participants.

There remains a gap in literature with respect to the pro-
vision of higher realism achieved by the individualisation 
of hands and its effect on perceived embodiment. There is 
also a gap in literature measuring embodiment in a practical 
(opposed to hypothetical) application scenario. Finally, the 
assumption about the necessity for congruent self-location 
hasn’t been challenged yet. We look to bridge these gaps 
by providing and evaluating individually textured virtual 
hand visualisations (in comparison with best practice in 
research), in non-mirrored and mirrored ways to explore 
how this would affect a person’s perceived embodiment in a 
practical application scenario.

3 � Personalised virtual hands

We set out with the goal to create a highly realistic texture 
of an individual’s hand that can be applied to a virtual hand 
model. The hand visualisation should be of sufficient realism 
so that an individual could identify that hand as their own 
hand within the mixed reality (or Augmented Virtuality—
AV) environment.

To create individually textured hand models, we gen-
erate a unique texture map for both hands of each par-
ticipant from photographs of their hands. This process 
begins with the participant placing one hand in the centre 
of a photographic light box (light tent) where we simul-
taneously capture an image of both sides of their hand as 
shown in Fig. 1-left. We take the images simultaneously 
via a script on a connected PC to ensure consistent light-
ing conditions within the pair of photographs. We then 
use computer vision techniques to identify features on 
each side of the hand and map these to the UV texture 
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space of a predefined realistic hand model. We developed 
this particular method as existing general approaches to 
human surface texture acquisition, such as multiview pho-
togrammetry or depth sensing projection, did not meet our 
requirements for our application scenario: cheap, portable 
devices, and the ability to work with patients who may not 
be able to hold their hand steady and airborne for a long 
duration.

The remainder of this section describes the texture 
mapping process (Fig. 3) for a single hand, which is then 
repeated for the other hand. Similarly, the palm and back 
side of the hand are treated the same, with images from the 
left-side camera being flipped such that fingers are always 
pointing to the right of the image. We begin by determining 
which pixels in the image are likely to belong to the skin by 
using a combined RGB and YUV colour space segmentation 

Fig. 1   The personalised virtual hand process: hand photographs are taken of the top/bottom of a person’s hand (left); these hand photographs are 
mapped to corresponding points on a UV map (middle-left), resulting personalised virtual hands (right)

Fig. 2   a, b Corresponding points of a single side of a hand used to 
map a texture from a photograph taken in the light box to the destina-
tion UV map. c The result of the completed texturing process for both 

sides of one hand, including mapping, de-seaming, non-local blur at 
the finger edges and edge outpainting

Fig. 3   Procedural flow of the 
personal virtual hand texture 
creation process described in 
detail in Sect. 3 from beginning 
(hand photograph) to end (Final 
UV texture)

Hand photograph Binary mask Normals

Detected features Triangulation points

Target UV map

Simple projection Final texture
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Edge
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Locate features
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as described by Al-Tairi et al. (2014). The result of this seg-
mentation is used as the likely foreground region in GrabCut 
(Rother et al. 2004), which helps to refine the edges and fill 
any holes in the detected skin region.

From the created binary hand mask, we can also deter-
mine the outer contour of the hand using the border-follow-
ing algorithm described by Suzuki and Abe (1985), along 
with the contour normals at each point on the edge of the 
hand with us of a Sobel filter. By combining information 
about edge locations and normals, we can identify key points 
in the hand photographs that can then be remapped to the 
corresponding points in the destination UV map.

The first points we detect are the finger and thumb tips 
(shown in blue in Fig. 2). We consider all contour points 
with a normal of 0◦ ± 3◦ and then filter these such that points 
are neither within 1 cm of each other nor have nearby regions 
with sudden normal changes; this removes false positives 
caused by incorrect hand segmentation. Of the remaining 
points, we take the four rightmost points as fingertips and the 
topmost one to be the thumb. Contour distance is estimated 
based on the camera field of view and the halfway point 
between the two cameras (Fig. 3).

With the fingertips found, we locate the centres of the 
fingernail edges by starting from each fingertip and then 
traversing the contour in opposite directions until finding 
opposing normals (yellow in Fig. 2). We detect the webs 
between fingers by taking the leftmost contour point between 
consecutive finger pairs (green in Fig. 2). Finally, we trav-
erse the hand contour between and around the existing points 
for empirically measured distances to locate knuckles, wrists 
and other relevant features (shown in red).

The points gathered at this stage encapsulate the non-
linear characteristics of both the source (people hold their 
hands unpredictably) and destination (the UV texture map 
has nonlinear scaling between finger segments). However, 
the mapping can still be improved simply by adding key-
points via equidistant subdivision along the contour as 
shown in Fig. 2 by white dots—this allows convex or con-
cave finger segments to be better captured.

After acquiring a set of points that correspond to targets 
on the destination map, we can begin the texture transfer 
process. We compute the Delaunay triangulation of the 

source point set and remap the triangles by corresponding 
vertex to the destination points, painting in texture patches 
for each.

Once the palm and back of the hand are mapped to a sin-
gle target texture, we reduce local discontinuities (seams) at 
the locations where the textures do not meet, i.e. the sides of 
the fingers. We achieve this via non-local Gaussian blurring, 
using a pre-made map matching the edges of the front of 
the fingers to their corresponding neighbouring point on the 
back, and vice versa. Finally, we outpaint the mapped edges 
of the hands to the border of the texture so that any bor-
derline texture lookups do not incorporate the background 
colour.

We piloted this approach and found the results to gen-
erate realistic representations of participants’ hands, with 
uniform lighting and minimal visible seams. The result of 
one such mapping is shown as the Augmented Virtuality 
hand in Fig. 1 (right) and Fig. 4. For the experiments, we 
captured all participants’ hands (regardless of assigned con-
ditions), taking five sets of photo pairs per hand in case of 
failure. We ask participants to remove any jewellery that 
did not sit flush against the skin. When processed we found 
on average 1 in 10 photo pairs was unable to have keypoints 
correctly identified. Processing occurred between separate 
capture and experiment sessions and takes about 5 minutes 
per photo pair (Fig. 5).

4 � Apparatus

Our developed system consists of low-cost, off-the-shelf 
hardware. Participants wore an Oculus Rift CV1 head-
mounted display (HMD) to experience our immersive MR 
environment. Our neurorehabilitation scenario has been 
extended for participants to experience four different hand 
visualisations (Fig.  4). These hand visualisations vary 
in levels of realism, and the representations were chosen 
based on the work in Lin and Jörg (2016). We have fitted a 
Leap Motion depth sensing camera to the front of the HMD 
(Fig. 6-left) to capture participant’s hand movements. We 
used the Leap Motion controller in HMD mode provided by 
the Orion SDK (version 3.2.1). The physical experimental 

Fig. 4   The four different hand 
visualisations in our system 
(from left to right): Wood hand, 
Robot hand, Realistic hand and 
Augmented Virtuality (person-
ally textured) hand
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environment consists of a table with an anti-reflective cloth 
placed on it to reduce infrared interference (Fig. 6-left). Our 
desktop PC (Windows 10, Intel Core i7-6700 @ 3.4 GHZ, 
8GB RAM, NVIDIA GTX 970) was placed under the desk, 
and the experimenter used a monitor and keyboard/mouse to 
control the experiment. Our virtual environment was devel-
oped using Unity3D (2017.3.0f3).

4.1 � Hand visualisations

Our system is comprised of four different hand visualisations 
(Fig. 4) which varied in level of graphical realism. We based 
three of the four chosen hand visualisations on the work done 
by Lin and Jörg (2016), with the exception of adding our AV 
hand visualisation using individually textured hands. All of 
the non-mirrored hand visualisations are co-located with 
the participant’s own hand location on the physical table 
present in the experimental set-up (Fig. 6-left). The reason 
for the four fidelity levels of hand visualisations is based on 

the two related papers (Lin and Jörg 2016; Argelaguet et al. 
2016) who also measured perceived embodiment with dif-
ferent levels of visual fidelity. Lin and Jörg (2016) had six 
levels of fidelity and Argelaguet et al. (2016) had three lev-
els. These two papers had overlap on three levels of fidelity 
and so those levels were chosen (wood, robot and realistic/
default skinned texture) to compare against our personalised 
hand texture as we could compare results regarding these 
levels of fidelity between studies. The four resulting hand 
visualisation levels are:

–	 Augmented Virtuality (AV): Very High Realism. Result-
ing hand visualisation from the “Personalised Virtual 
Hands” process explained in Sect. 3, which textures the 
“PepperBaseCut” Leap Motion hand model with the par-
ticipant’s hand photographs. The “PepperBaseCut” hand 
model is from the Leap Motion Orion “Hands Module” 
(2.1.0) Unity Core Asset Extension.

–	 Realistic (RE): High realism. “PepperBaseCut” hand 
model from the Orion “Hands Module” (2.1.0) Unity 
Core Asset Extension. This hand model, however, has 
been textured with a default skin texture similar to the 
work by Lin and Jörg (2016).

–	 Robot (RB): Low realism “CapsuleHand” hand model 
from the Orion SDK Core Asset Unity Package (4.2.1).

–	 Wood (W): Very low realism. We created this hand 
model by mapping a flattened cube GameObject with the 
corresponding palm movement provided from the Leap 
Motion Orion SDK. This hand visualisation is based on 
the block hand used by Lin and Jörg (2016).

4.2 � Mirroring of the hand visualisation

In addition to a user’s 1:1 interaction with the environment, 
we have implemented the option of mirroring the hand visu-
alisations to evaluate the self-location assumption and to 
integrate into our neurorehabilitation (stroke rehabilitation) 

Fig. 5   Example showing mirroring of the hand visualisation with the 
participant’s real hand (top left) and what they are experiencing in our 
mixed reality environment (bottom right). In this example, the par-
ticipant’s right hand is mirrored so that it is presented to them in our 
mixed reality environment that their left hand is carrying out the mir-
rored hand movements

Fig. 6   Demonstrated experi-
mental set-up (left) showing the 
participant interacting in the 
virtual environment using their 
hand visualisation to complete 
the TheraMem memory game 
(right)
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context. Mirroring of hand visualisations means that, for 
example, a participant’s left hand is presented to them as 
their right hand in our VR environment. The participant’s 
hand movement would also be mirrored such that when the 
participant moves their left hand to the left it is presented 
to them as their right hand moving to the right (Fig. 5). We 
have implemented the mirroring in a vertex shader by mul-
tiplying the hand world coordinates by a reflection matrix 
about the x-axis and rendering the resulting mirrored hand 
visualisation. In order for this implementation to work, the 
participant was seated and positioned directly in front of our 
virtual mirror plane position.

4.3 � TheraMem

We have incorporated the TheraMem (Regenbrecht et al. 
2011) memory game (Fig. 6-right) which has been success-
fully used with patients and healthy users. In this casual, 
serious game, users interact with a virtual memory game 
one- or two-handed, in both mirrored and non-mirrored 
ways. TheraMem has been used previously to provide 
stroke patients with a motivating, non-repetitive, clinician-
controlled environment to physically and neurologically 
rehabilitate their impaired limbs.

The TheraMem virtual game environment consists of 
12 white tiles which can be activated to reveal a food item 
stored underneath. There are six matching virtual food items 
randomly placed underneath each tile at the start of each 
game. The goal of the game is to find all six matching food 
items. The different hand visualisations all interact with the 
game board the same way—we cast a ray from the centre 
of the head-mounted display through the farthermost point 
on the given hand visualisation and check if it hits upon the 
game board. The tile will only “flip over” (turn green) and 
reveal the food item underneath if the user has activated it 
(turned the tile red) for one second. We have adapted Ther-
aMem to work with a one-handed rehabilitation context by 
having the user flip over two tiles and then checking if it’s a 
matching pair. The game ends once all the matching pairs of 
food items have been found, and with this all the tiles have 
disappeared from the game board.

5 � Realism experiment

In our first experiment, we investigate different levels of 
visual fidelity (from related works) against our personal-
ised virtual hand model in terms of embodiment and task 
performance. We compare our study results to the results 
of previous work, in particular to Lin and Jörg (2016) and 
Argelaguet et al. (2016). Ethical approval was obtained from 
our university’s human ethics committee and written consent 

was collected from each participant before the start of the 
experiment.

5.1 � Participants

We recruited 48 participants (30m, 18f) from the local uni-
versity population through an email invitation to participate 
in a virtual reality study. The age of our participants ranged 
from 18 to 48 years ( M = 23.90 ; SD = 6.52 ). Forty-four 
participants indicated they were right-handed and 4 were 
left-handed.

5.2 � Study design and hypotheses

Each participant interacted using two randomly assigned 
hand visualisations and experienced both mirroring con-
ditions with each hand visualisation. We used a mixed 
between-subject/within-subject experimental design which 
consists of 12 groups to which participants are randomly 
assigned. These 12 groups derive from four possible ran-
domly assigned hand visualisations to be used first and the 
three possible hand visualisations that they can be randomly 
assigned to use second (because they can’t interact with the 
same hand visualisation twice). Within these 12 groups, each 
participant will experience both mirroring conditions (mir-
rored and non-mirrored) for each hand visualisation. Hence, 
the experimental design comprises two independent vari-
ables: the virtual hand representations of the participant’s 
hand and the mirroring of the participant’s hand. The vir-
tual hand representations consist of four levels: “Wood”, 
“Robot”, “Realistic” and “Augmented Virtuality”. The mir-
roring of a participant’s hand has two states: mirrored and 
non-mirrored.

Our hypotheses are based on the closely related work by 
Argelaguet et al. (2016) and Lin and Jörg (2016). In particu-
lar, H2 refers to Argelaguet et al. (2016) finding that lower 
realism leads to higher agency. We infer that lower agency 
leads to a higher task completion time.

–	 H1: Perceived realism will be higher for the Augmented 
Virtuality hand visualisation than other hand visualisa-
tions.

–	 H2: Higher realism leads to a lesser sense of agency
–	 H3: Higher realism leads to higher sense of ownership
–	 H4: Participants feelings of ownership toward the Aug-

mented Virtuality hand visualisation will be higher than 
for the other hand visualisations.

5.3 � Instruments

Two questionnaires have been filled out by the partici-
pants at different times throughout the experiment: a Hand 
Visualisation Realism Questionnaire and a Embodiment 
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Questionnaire. The Hand Visualisation Realism Question-
naire consisted of images of our four hand visualisations 
which were randomly ordered and asked the question “How 
realistic do you perceive the hand visualisation in each 
image to be?”. This questionnaire is adapted from the work 
of Lin and Jörg (2016) and has a scale from 1 (less realis-
tic) to 10 (more realistic). The Embodiment Questionnaire 
consisted of 16 questions which were adapted from the 
questionnaires used by Lin and Jörg (2016) (Q1–Q8) and 
Argelaguet et al. (2016) (Q9–Q16). This questionnaire used 
a 7-point Likert scale which ranged from 1 (Strongly Disa-
gree) to 7 (Strongly Agree) and evaluated different aspects 
of embodiment. These questions also correspond with the 
three subcomponents of the Kilteni et al. (2012) definition of 
embodiment: agency (Q1, Q9, Q10, Q11, Q12, Q15, Q16), 
self-location (Q2, Q5, Q6) and ownership (Q3, Q4, Q7, Q13, 
Q14). We also collected data from the participant’s perfor-
mance in the TheraMem game environment (Completion 
Time and Number of Attempts).

5.4 � Procedure

Participants were randomly assigned to one group before 
arrival. If assigned to the “Augmented Virtuality” condition, 
they will have photographs taken of both sides of both of 
their hands. While the “Personalised Virtual Hands” pro-
cess was carried out by the experimenter, the participants 
filled out their demographic questionnaire as well as a hand 
visualisation realism questionnaire which asked them to rate 
each hand visualisation based on realism. If the AV textur-
ing procedure failed (for any reason), they were assigned to 
the next available group which didn’t include the AV hand 
visualisation.

Participants had the system set-up explained to them 
and received a demonstration of how the interaction with 
the tiles and their hand visualisation works. Instructions 
were given to ensure the system is operated with a flat 
hand on the table. Participants were randomly assigned 
one of their two hand visualisations to begin a “warm-
up” round in the TheraMem environment. This has the 
same tile layout and interaction as the regular TheraMem; 
however, the goal was to find the one black coloured tile 
and then the black colour tile moved to another tile and 
they repeated the process. The purpose of this warm-up 
mode was for the participant to become comfortable with 
the virtual environment and learn how the interaction in 
the game works without being exposed to the actual Ther-
aMem game. We wanted participants to understand the 
task interaction, but also we wanted to be able to detect 
any possible learning effect and pretraining/exposing them 
to the TheraMem game would affect that. The participant 
was asked to activate the black tile at least 10 times and to 
keep activating the black tile until they felt comfortable 

with that hand visualisation/mirroring condition to pro-
ceed. This warm-up mode was repeated for both hand visu-
alisations they were randomly assigned to and for both 
mirroring conditions (a total of four warm-up rounds).

The participants then proceeded to use their randomly 
assigned hand visualisations to interact with the Ther-
aMem game. The starting mirroring condition for each 
hand visualisation was also randomly assigned to ensure 
even starting conditions. After the participant had com-
pleted a round of TheraMem, they were asked to answer 
the 16 questions from the Embodiment Questionnaire 
(explained above under Instruments). The previous 
answers were available to the participant so that they were 
able to see how they answered questions from a previ-
ous round to give a relative (differential) judgment. The 
participant then used the same hand visualisation with 
the other mirroring condition and answered the same 
questionnaire. This process is then repeated for the sec-
ond randomly assigned hand visualisation. There was no 
break between hand visualisations or after completing a 
questionnaire. In total, the participant played four rounds 
of TheraMem and answered the questionnaire four times. 
At the conclusion of the experiment, the participants were 
told how the illusion took place and ask any questions they 
had. They were then thanked for their time, compensated 
with a grocery store voucher. The duration of each experi-
ment was not recorded; however, they were allocated a 
45-minute session slot and all participants finished within 
that time frame.

5.5 � Results

The hand visualisation realism questionnaire (scale 1–10) 
results are as follows: AV(M: 9.21 SD: 0.96), RE(M: 7.60 
SD: 1.33), RB(M: 3.96 SD: 1.51), W(M: 1.19 SD: 0.53). 
A Wilcoxon signed rank test was performed which showed 
significant ( p < 0.05 ) differences between all hand visualisa-
tions for the hand visualisations realism questionnaire only 
(as all 48 participants filled out this questionnaire). Wil-
coxon rank sum (unpaired, equivalent to Mann–Whitney) 
tests were carried out to analyse the Embodiment Question-
naire responses between hand visualisations. Since the study 
design had participants use 2 of the 4 hand visualisations 
and both mirroring conditions, 24 participants experienced 
each hand visualisation (and both mirroring conditions). 
This means, for analysis, there were 24 partially depend-
ent samples in each hand visualisation for the Embodiment 
Questionnaire questions. We looked at whether there was 
any difference between left/right handedness and could 
not find any statistical difference or effect between the two 
groups. Results from the Embodiment Questionnaires are 
presented in Table 1.
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5.5.1 � Non‑mirrored results

Shapiro–Wilk’s normality test showed that many (51/64) of 
the distributions were not normal. Wilcoxon rank sum tests 
were run for comparison between all hand visualisations 
for each question (24 participants experienced each hand 
visualisation). Significant effects ( p < 0.05 ) were found 
for seven questions. Participants generally reported differ-
ences on embodiment between using the AV hand and Wood 
hand. This difference was detected regarding agency (Q1 
and Q13) as well as ownership (Q3 and Q4). A significant 
difference between the AV and Robot hand was only found 
for one ownership question (Q3). Participants perceived that 
the AV hand resembled their own hand (Q3) compared to 
all other hand visualisations (including Realistic). This was 
the only significant difference we could detect between the 
AV and Realistic hand in non-mirrored use. Participants 
reported the AV hand and Realistic hand both looked more 
realistic than the Robot and Wood hand (Q7). Participants’ 
feelings regarding the intersensory relationship of their 
own hand being located on screen (Q2) was observed for 
both the AV hand (between Wood and Robot) and Realistic 
hand (between Wood). Participants reported that the AV, 
Realistic and Robot hand (compared to the Wood) hand was 
controlled by their body (as if it was part of their body) 
(Q13). Participants observed a difference that their hand 
was located on the screen (Q2) when using the AV hand 
compared to Robot and Wood hand and also when using 
the Realistic hand compared to the Wood hand. TheraMem 
completion times for each non-mirrored hand visualisation 
were as follows: AV(M: 59.97 s SD: 20.96 s), RE(M: 63.46 s 
SD: 16.75 s), RB(M: 63.92 s SD: 28.01 s), W(M: 72.11 s 
SD: 25.63 s) (significance found between AV and W only, 
p = 0.03 ). We did not detect any learning effects regarding 
completion time between rounds played.

5.5.2 � Mirrored results

Wilcoxon rank sum tests were run for the comparison 
between mirrored hand visualisations (24 participants 
experienced each hand visualisation). We found similar 
significant ( p < 0.05 ) relationships between mirrored hand 
visualisations as we did for non-mirrored. However, three 
more questions detected significant differences between mir-
rored hand visualisations than they did for non-mirrored, 
meaning 10 questions showed significant effects between 
the mirrored hand visualisations. Shapiro–Wilk’s normal-
ity tests again showed many (53/64) distributions were not 
normal. Again, similar differences between AV and Wood 
hands were detected on agency (Q1 and Q13) and ownership 
(Q3 and Q4). Similarly, the AV hand was again observed 
to resemble participant’s own hand compared to all three 
other hand visualisations. This time, however, participants B
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reported another difference between AV and Realistic on 
Q16 where they felt the AV hand was able to go through 
virtual obstacles compared to the Realistic hand. Participants 
perceived that their interaction with the environment was 
realistic (Q12) and was higher for the Realistic hand than 
the Wood hand. Regarding immersion (Q8), participants 
observed the AV and Realistic hands made them feel more 
immersed than the Wood hand. Participants also reported the 
mirrored AV and Realistic hands were more realistic (Q7) 
than the Robot and Wood hands. Participant’s reported that 
their real hand was becoming virtual (Q5) when using the 
AV hand compared to the Robot and Wood hands and also 
when using the Realistic hand when compared to the Wood 
hand. Participants observed that when they were using the 
AV, Realistic and Robot hand that they sensed that their 
hand was located on the screen (Q2) more than when using 
the Wood hand. TheraMem completion times for each mir-
rored hand visualisation were as follows: AV(M: 69.70 s SD: 
21.87 s), RE(M: 77.52 s SD: 28.56 s), RB(M: 80.77 s SD: 
27.17 s), W(M: 77.72 s SD: 24.35 s) (no significance). We 
did not detect any learning effects regarding completion time 
between rounds played.

5.6 � Discussion

The results indicate that overall embodiment was achieved 
for two hand visualisations: Augmented Virtuality and Real-
istic. We base this off the results of the questions regarding 
ownership/agency for the AV and Realistic hand visuali-
sations (in Table 1). For the questions corresponding with 
agency (Q1, Q9, Q10, Q11, Q12, Q15, Q16) and ownership 
(Q3, Q4, Q7, Q13, Q14), both these hand visualisations have 
ratings above the midpoint for all those questions. These 
ownership/agency ratings above the midpoint occurred for 
both mirroring conditions (mirrored and non-mirrored) for 
these two hand visualisations. There was a strong sense of 
agency in all four hand visualisations in both mirrored and 
non-mirrored use. There were no significant differences in 
TheraMem completion time. This means H2 was not sup-
ported by the results of the study because there were no 
significant differences in agency or task completion time 
(while lower on average, it was not significant). This find-
ing contradicts with the findings of Argelaguet et al. (2016) 
where they found that the sense of agency was stronger for 
less realistic hand visualisations. We would argue that this is 
because of the nature of Argelaguet et al.’s study: they pre-
sented a threatening environment which is hardly applicable 
to our more general scenario.

Participants’ ownership responses are generally incon-
clusive between the four hand visualisations with the 
exception of AV and Wood hand visualisations. Perceived 
realism, however, is where the distinction between these 
visualisations lies. Q7 (virtual hand looked realistic) 

showed a significant difference with both the AV and 
Realistic hands between both the Robot and Wood hand 
visualisations. Q3 (virtual hand began to resemble my 
own hand) showed significant differences for the AV hand 
and all others. However, the Robot hand was only found 
to be significantly different than the Wood hand on Q13. 
Also, the Realistic and Robot hand was only found to be 
significantly different on Q7. Therefore, H3 was not sup-
ported by the results of the experiment based on the fact 
that differences between hand visualisations with higher 
perceived realism could not be detected across many of the 
ownership questions (only for Q7).

Q3 shows that for both mirrored and non-mirrored 
hand visualisations, participants indicated a significantly 
higher rating that the AV hand began to resemble their 
own hand. The Hand Visualisation Realism Question-
naire also indicated that the AV hand visualisation had 
significantly higher realism than other hand visualisations. 
This partially supports H1 that the AV hand visualisation 
would have higher perceived realism. However, for own-
ership in general, H4 was not supported by the results in 
the experiment because the AV hand was not significantly 
rated higher for many of the ownership questions.

We observed an interesting trend in the TheraMem 
completion time that the AV hand actually completed 
the game faster on average for both mirrored (M: 59.97 s 
SD: 20.96 s) and non-mirrored M: 69.70 s SD: 21.87 s) 
compared to the other hand visualisations. There is no 
significance in this finding; however, we hypothesise that 
participants felt more confident in interacting in this vir-
tual environment using a hand they felt resembled their 
own hand (Q3).

We also looked into whether there was a difference 
between the mirrored and non-mirrored results of the AV 
hand visualisation. We ran Wilcoxon rank sum tests for a 
comparison of each Embodiment Questionnaire question 
between the mirrored and non-mirrored AV hand visualisa-
tions. We found significant differences ( p < 0.05 ) for Q1, 
Q9, Q10, Q11 and Q13. Regarding agency, the non-mirrored 
AV hand visualisation was rated significantly higher than 
the mirrored AV hand indicating it was harder to execute 
intended movements when mirrored (Q1, Q9, Q10, Q11). 
However, the participant responses indicated agency was 
still achieved with the mirrored AV hand visualisation. 
Regarding ownership, one of the six ownership questions 
showed a significant difference (Q13, p = 0.03 ). However, 
participants were still able to achieve ownership and agency 
for the mirrored AV hand. The mirrored AV hand was still 
(significantly) reported to more resemble the participant’s 
hand than the other three hand visualisations (Q3). With 
ratings above the midpoint for questions regarding agency 
and ownership for the mirrored AV and Realistic hands, we 
believe this indicates that participants were able to achieve 
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an overall sense of embodiment with those mirrored hand 
visualisations.

The indication that participants were able to achieve an 
overall sense of embodiment in their mirrored hand chal-
lenges commonly held beliefs regarding embodiment that 
Sense of Self-Location is a necessary component for embodi-
ment to be achieved. With a mirrored hand visualisation, 
there is no Sense of Self-location towards their real hand; 
however, participants were still able to achieve similar 
(albeit less) embodiment than they did regarding their non-
mirrored hand (which was co-located with their real hand). 
We hypothesise that the Sense of Self-Location contributed 
very minimally towards embodiment in general (at least for 
our scenario) and that ownership and agency were the main 
contributing factors.

We conclude that the AV hand has its use for certain 
application scenarios, but not all. For our rehabilitation con-
text, having the participant observe a significant difference 
in that the AV hand resembles theirs (compared to others) 
is vital for the mirror illusion. For other manual interactions 
where high realism isn’t required, a non-personalised hand 
visualisation could suffice.

6 � Hand size effect experiment

Our first study looked at the effect of “personally” texturing 
a default sized virtual hand model and its affects towards 
embodiment. However, people all have differently sized 
hands so we wanted to investigate if “personally” sizing the 
virtual hand model would have an effect towards embodi-
ment. In this second experiment, we only use the “Aug-
mented Virtuality” hand model as we were only evaluat-
ing if “personally” resizing the virtual hand (in addition to 
personally texturing) would have an effect on our previous 
results/embodiment. Ethical approval was obtained from our 
university’s human ethics committee, and written consent 
was collected from each participant before the start of the 
experiment (Fig. 7).

6.1 � Measured hand resizing

To achieve a “personal” sized virtual hand, we first needed 
to know the measurement correspondence between the Leap 
Motion virtual hand and a real-world measured hand. Our 
virtual environment was implemented with real-world cor-
respondence such that 1 unit in Unity corresponded with 
1 m. We implemented a virtual ruler which consisted of 
1 cm (0.01 Unity units) intervals. We defined a “reference” 
hand that would be scaled against participants’ hand meas-
urements. The reference hand was 7.75 cm wide (measured 
straight across the top of palm, under the fingers) and 17.5 
cm long (measured straight from centre of the bottom of the 

wrist to top of middle finger). The “Augmented Virtuality” 
hand model was then scaled on the X (width) and Z (length) 
axes until its “width” and “length” (measured using the vir-
tual ruler) matched the reference hand measurements. The 
corresponding Unity transform values for the reference hand 
were 1.0 (x, hand width) and 0.75 (z, hand length). Partici-
pants’ hands were measured using a ruler, and these meas-
urements were used to scale their personally sized virtual 
hand model in relation to the reference hand measurements.

6.2 � Perceived virtual hand size

We also wanted to investigate how participants perceived 
their own hand size to be in a virtual environment by allow-
ing them to resize the virtual hand model to what they per-
ceive to be their real hand size. To allow for participants to 
resize a virtual hand to their perceived hand size, we used an 
Oculus Remote as the input device to allow participants to 
scale the default hand while wearing the HMD. The Oculus 
Remote was configured for allowing a participant to resize 
their virtual hand by using the four D-pad buttons to scale 
the default sized virtual hand model. The four buttons cor-
responded with: left (reduce hand width), right (increase 
hand width), up (increase hand length) and down (decrease 
hand length).

6.3 � Participants

We recruited 16 participants (9m, 7f) from the local univer-
sity population through an email invitation to participate in 
a virtual reality study. The age of our participants ranged 
from 18 to 36 years old ( M = 23.38 ; SD = 4.76 ). All 16 
participants indicated they were right-handed.

Fig. 7   In our second experiment (hand size effect experiment), we 
measured participant’s hand width and length and scaled a “refer-
ence” virtual hand accordingly to give the participant’s a personally 
sized virtual hand to interact with. This example image shows two 
different virtual hand sizes as experienced in our mixed reality system
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6.4 � Study design and hypotheses

We used a within-subject experimental design which con-
sisted of eight groups to which participants were randomly 
assigned. The eight groups were used to balance the start-
ing hand size and mirroring conditions (Latin square-like 
design). The experimental design consists of two independ-
ent variables: The virtual hand size and mirroring a partici-
pant’s hands. The virtual hand size has two states: default 
sized or measured resize. The mirroring of a participant’s 
hand has two states: mirrored and non-mirrored. We had two 
hypotheses we wanted to evaluate:

–	 H5: Participants will experience more ownership and 
agency with the measured resize hand size than the 
default hand size.

–	 H6: Participants will overestimate their virtual hand 
size. We base this hypothesis on related work in VR that 
showed that people tend to overestimate their body size 
(Piryankova et al. 2014).

6.5 � Instruments

The same Embodiment Questionnaire from the Realism 
Experiment (Sect. 5) was used for this experiment as well. 
Again, the Embodiment Questionnaire consisted of 16 ques-
tions which were adapted from the questionnaires used by 
Lin and Jörg (2016) (Q1–8) and Argelaguet et al. (2016) 
(Q9–16). This questionnaire used a 7-point Likert scale 
which ranged from 1 (Strongly Disagree) to 7 (Strongly 
Agree) and evaluated different aspects of embodiment. 
These questions also correspond with the Kilteni et  al. 
(2012) definition of embodiment: agency (Q1, Q9, Q10, 
Q11, Q12, Q15, Q16), self-location (Q2, Q5, Q6) and own-
ership (Q3, Q4, Q7, Q13, Q14). We also collected data from 
the participant’s performance in the TheraMem game envi-
ronment (Completion Time and Number of Attempts). At 
the end of the experiment, we also collected the perceived 
virtual hand size measurements (size they perceived their 
real hand size to be in VR).

6.6 � Procedure

Participants were randomly assigned to a group prior to 
arrival for balanced starting conditions (Latin square-like 
design). Participants were scheduled for two sessions. The 
first session entailed having 20 hand photographs taken (10 
of each hand) and having both their hands measured. Par-
ticipants were allocated a 15-minute timeslot for the pho-
tograph. They were then sent away while the experimenter 
carried out the “Personalised Virtual Hands” process. From 

pilot testing, having 10 photographs of each hand meant a 
high degree of certainty that the texturing procedure would 
be a success.

When the participant returned for their second session, 
they followed the same procedure as the previous experi-
ment in Sect. 5.4. The only difference being the new four 
conditions: Default Sized (Non-Mirrored), Default Sized 
(Mirrored), Measured Resize (Non-Mirrored) and Measured 
Resize (Mirrored). The participant filled out their demo-
graphic questionnaire. Participants had the system set-up 
explained to them and received a demonstration of how the 
interaction with the tiles and their hand visualisation works. 
Instructions were given to ensure the system is operated with 
a flat hand on the table. Participants were randomly assigned 
one of their two hand visualisations to begin a “warm-up” 
round in the TheraMem environment. This has the same tile 
layout and interaction as the regular TheraMem; however, 
the goal was to find the one black coloured tile and then the 
black colour tile moved to another tile and they repeated the 
process. The purpose of this warm-up mode was for the par-
ticipant to become comfortable with the virtual environment 
and learn how the interaction in the game works without 
being exposed to the actual TheraMem game. The partici-
pant was asked to activate the black tile at least 10 times and 
to keep activating the black tile until they felt comfortable 
with that hand visualisation/mirroring condition to proceed. 
This warm-up mode was repeated for both hand visualisa-
tions they were randomly assigned to and for both mirroring 
conditions (a total of four warm-up rounds).

They then used their first hand visualisation/mirroring 
condition to interact with the TheraMem game. Once they 
had completed the round, they were asked to complete the 
Embodiment Questionnaire. The previous answers were 
available to the participant so that they were able to give a 
relative (differential) judgement. The participant then used 
the same hand visualisation with the other mirroring condi-
tion and answered the same questionnaire. This repeated 
for the remaining hand visualisation/mirroring conditions. 
There was no break between hand visualisations or after 
completing a questionnaire.

After experiencing all four conditions, they were asked to 
resize the default sized virtual hand to what they perceived 
to be their actual hand size. The participant was asked to 
look at both their hands before putting the HMD on to resize 
the default sized virtual hands. They started with their left 
hand, and when they indicated to the experimenter they 
believed it was their correct hand size, they repeated the 
process for their right virtual hand (default sized as well). 
This concluded the second session and they were thanked 
for their time and compensated with a grocery store voucher. 
Their hand photographs/textures were then deleted after the 
participant’s second session was completed. The duration 
of each experiment was not recorded; however, they were 
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allocated a 45-minute session slot and all participants fin-
ished within that time frame.

6.7 � Results

Table 2 presents the Embodiment Questionnaire results 
from the four conditions. For the non-mirrored hand size 
conditions, Shapiro–Wilk’s normality tests showed that 
many (25/32) of the distributions were not normal. As all 
participants experienced the same four conditions (default/
resized hand with both mirroring conditions), Wilcoxon 
signed (paired) tests were used to detect significant differ-
ences between conditions. There was only one significant 
effect found between the two non-mirrored hand sizes (Q6). 
Participants more highly rated that they felt like they might 
have more than one dominant hand with the measured resize 
hand over the default sized hand ( p = 0.0109 ). TheraMem 
completion times for the non-mirrored hand sizes were as 
follows: Default Sized (M: 61.62 s SD: 13.55 s) and Meas-
ured Resize (M: 60.20 s SD: 16.00 s).

For the mirrored hand size conditions, Shapiro–Wilk’s 
normality tests showed an even (16/32) split between 
normal and non-normal distributions. No significant 
effects were found between the two mirrored hand sizes. 
TheraMem completion times for the mirrored hand sizes 

were as follows: Default Sized (M: 70.88 s SD: 19.16 s) 
and Measured Resize (M: 82.03  s SD: 31.81  s) (no 
significance).

Results of participants’ perceived hand size evalua-
tion indicated a significant misjudgement between a par-
ticipants’ real hand length and their virtual hand length. 
Participants’ average measured left hand length was M: 
17.81 cm (SD: 1.19 cm) and their average perceived left 
virtual hand length was M: 22.32  cm (SD: 2.42  cm). 
This disconnect also occurred with their right hand with 
participants’ averaged measured right hand length M: 
17.88 cm (SD: 1.08 cm) and their average perceived right 
virtual hand length M: 22.05 cm (SD: 2.85 cm). Paired t 
tests showed a strong significant difference ( p < 0.0001 ) 
between measured and perceived hand length for both 
hands.

This misjudgement did not occur for the width of the 
participants’ hands/virtual hands. Participant’s average 
measured left width was M: 8.03 cm (SD: 0.77 cm) and 
their average perceived left virtual hand width was M: 7.84 
(SD: 0.82 cm). Participants achieved similar accuracy with 
their right hand with an averaged measured right width of 
M: 8.10 cm (SD: 0.68 cm) and averaged perceived right 
virtual hand width of M: 7.74 cm (SD: 0.93 cm). No sig-
nificant differences were detected.

Table 2   Embodiment Questionnaire results (7-point Likert scale) for the second experiment (Hand Size Effect)

Results are shown for all four conditions (two hand size conditions and two mirroring conditions). Means and standard deviations are provided 
for all questions. D (NM) default sized with no mirroring, D (M) default sized with mirroring, M (NM) measured resize with no mirroring, M 
(M) measured resize with mirroring

Question Hand Size w/mirroring condition (M, SD)

D (NM) D (M) M (NM) M (M)

Q1. The movements of the virtual hand were caused by myself 6.69, 0.58 5.88, 1.11 6.25, 1.03 6.31, 0.92
Q2. It sometimes seemed my own hand was located on the screen 5.63, 1.36 4.63, 1.36 5.19, 1.74 3.88, 2.20
Q3. The virtual hand on the screen began to resemble my own hand, in terms of shape, skin tone, 

freckles, or some other usual feature
5.88, 1.11 5.25, 1.39 5.19, 1.74 5.00, 1.77

Q4. Sometimes I felt as if the virtual hand on the screen was my own hand 5.50, 1.23 4.69, 1.53 5.13, 1.54 4.44, 1.80
Q5. Sometimes I felt as if my real hand was becoming virtual 4.56, 1.73 4.00, 1.62 4.31, 1.76 3.69, 1.90
Q6. It seemed as if I might have more than one dominant hand 2.50, 1.23 3.75, 1.68 3.19, 1.67 3.38, 1.73
Q7. I thought the visualized hand on the screen looked realistic 5.63, 1.17 5.38, 0.86 5.25, 1.52 5.38, 1.50
Q8. I was so immersed in the virtual reality, it seemed real 5.50, 1.46 4.50, 1.77 5.06, 1.64 4.63, 1.73
Q9. I felt as if the virtual representation of the hand moved just like I wanted it to, as if it was 

obeying my will
5.56, 1.27 5.00, 1.62 5.50, 1.84 5.06, 1.44

Q10. The task was (1 difficult, 7 easy) to perform 6.00, 1.06 5.06, 1.35 6.06, 1.09 4.94, 1.30
Q11. I felt I was able to interact with the environment the way I wanted to 5.63, 1.41 5.06, 1.52 5.63, 1.54 5.19, 1.38
Q12. I felt that the interaction with the environment was realistic 5.44, 1.37 5.38, 1.17 5.56, 1.12 5.13, 1.45
Q13. I felt like I controlled the virtual representation of the hand as if it was part of my body 5.63, 1.27 5.06, 1.68 5.75, 1.20 5.25, 1.56
Q14. I felt as if the virtual representation of the hand was someone else’s 1.88, 1.22 2.19, 1.24 2.19, 1.33 2.19, 1.33
Q15. I felt that I was losing control of my hand when the virtual hand was not responding prop-

erly
3.06, 1.68 3.50, 1.84 2.94, 1.98 3.50, 2.15

Q16. I felt that the virtual representation of the hand was able to go through virtual obstacles 3.44, 1.77 3.00, 1.62 3.44, 1.84 2.94, 1.68
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6.8 � Discussion

Our results could not show that hand size had an effect 
towards embodiment in participants’ personalised virtual 
hands. However, we cannot definitively state that personally 
resized virtual hands do not affect perceived embodiment. 
We ran statistical tests to find a difference between our two 
conditions (resized vs non-resized) and could not detect a 
significant difference, but that does not necessarily mean 
there is no difference. This result isn’t too surprising as the 
difference in size between the default sized hand model and 
average resized model was very small. The default sized 
hand model was 17.5 cm long and 7.75 cm wide. The aver-
age left hand was 17.81 cm long and 8.03 cm wide. The 
average right hand was 17.88 cm long and 8.10 cm wide. 
Since the default sized hand is so close in size to the aver-
age resized hand, not being able to detect any differences is 
to be expected.

Participants expressed significant disparities in their per-
ceived virtual hand length from their measured hand length. 
Overestimating their hand length corresponds with related 
work on body ownership in VR which showed that people 
tended to overestimate their body size. It is interesting, how-
ever, that this overestimation did not occur for their hand 
width. Therefore, the results partially support H6 as they did 
overestimate their hand length, but not hand width.

The results of the study, therefore, do not support H5. 
The default sized virtual hand was generally longer in length 
than a participant’s measured resize virtual hand. Taking 
participants overestimation of their perceived virtual hand 
size into account with the default sized hand (being longer 
lengthwise) could account for the generally higher own-
ership ratings for the default sized virtual hand; however, 
this wasn’t significant. For future application scenarios that 
require personalised, embodied hands, we cannot detect any 
effect resizing the virtual hands has towards embodiment. 
We conclude that going through the effort to resize the vir-
tual hands is likely not necessary for most applications, even 
those that require embodied hands.

7 � Limitations

This paper involves a number of limitations that must be 
discussed. The main limitation of our system, like with 
any other system using the Leap Motion controller, lies in 
the hand tracking quality. Certain visual discrepancies in 
the virtual hand visualisation occur when the real hand is 
positioned in a way that causes tracking errors. The visual 
discrepancies are unique to the participant’s real position 
(this could include a finger momentarily being in the wrong 
position/orientation). We did our best to address this con-
cern by using the latest Leap Motion SDK (Orion, which 

included hand tracking improvements), by placing infrared 
absorbent cloth on the desk to limit interference and by hav-
ing the participant keep their hand close to the table and 
at a stable tracking position (fingers close together). Visual 
discrepancies did sometimes occur; however, they were able 
to perform the memory game task adequately and achieve 
high agency/ownership measures for the different hand 
visualisations.

The Realistic hand visualisation has the same default 
texture for all participants regardless of their own skin col-
our. This was done to match the two closely related works, 
Lin and Jörg 2016; Argelaguet et al. 2016, who also did not 
factor in participant’s skin colour with the virtual hand tex-
tures. However, it is natural to suspect that this might have 
an effect towards ownership (although the Realistic hand 
visualisation rated above the midpoint consistently indicat-
ing high sense of ownership).

The TheraMem memory game is a cognitively demand-
ing task and no pretesting was done regarding participant’s 
memory capabilities. However, it should be noted that the 
memory game can be adapted to different cognitive abilities 
(tiles can be added or removed to increase/decrease diffi-
culty). We also note that every participant (48 for the first 
study and 16 for second study) were able to complete all 
assigned rounds of the memory game. It is also a relatively 
competitive game in nature which could influence percep-
tions with the hand visualisations.

8 � Conclusion

We have developed an affordable system to provide vir-
tual neurorehabilitation therapy and to experiment with the 
concept of embodiment. We have developed a procedure 
to personally texture a virtual hand using two photographs 
taken of each of the user’s hands. Through a 48-participant 
user study, we evaluated the hand visualisation (and other 
relevant hand visualisations from related studies) in a serious 
game style, relevant, mirror therapy scenario (in contrast to 
the more hypothetical scenarios in other works). We evalu-
ated the different hand visualisations regarding embodiment 
(agency, ownership and self-location) and found that healthy 
participants indicated a higher overall sense of embodiment 
in both the mirrored and non-mirrored instances of the indi-
vidually textured hand. This comes from ratings above the 
midpoint on questions regarding agency and ownership. 
We have shown that healthy users can achieve a high sense 
embodiment in our personalised virtual hands; in future 
work, we can ethically approach clinicians to potentially use 
this system with their real patients. We also ran a second 
user study to investigate if resizing the personalised virtual 
hand to their own hand size would have any effect towards 
embodiment and could not find any significant differences.
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The personalised virtual hand was found to be signifi-
cantly higher rated in terms of resembling a participant’s 
own hand compared to other hand visualisations. Partici-
pants were also able to achieve a high sense of agency using 
this high realism hand visualisation which differs from 
some findings in related literature. However, participants 
also reported a high (ratings above the midpoint) sense of 
ownership/agency in a non-individually textured hand which 
leads to the discussion of when an individually textured hand 
is necessary. For our mirror therapy scenario, where the illu-
sion depends on the patient believing it is their impaired 
hand carrying out the mirrored hand movements, this finding 
is of very high importance and is a relevant finding to many 
other application scenarios in the field.

The findings that participants were able to achieve an 
overall sense of embodiment in mirrored hand visualisa-
tions challenges commonly held beliefs that the Sense of 
Self-Location is a necessary component (along with agency 
and ownership) to achieve embodiment in a virtual hand 
visualisation. Our findings (between mirrored and non-mir-
rored hand visualisations) show that self-location contrib-
utes little, if at all, towards overall embodiment (as shown by 
embodiment being achieved in mirrored hand visualisations 
as long as there is agency/ownership). We hope this opens 
the discussion for future research regarding the (lack of) 
importance of self-location towards embodiment.
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