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Fig. 1. Overview of the concept of off-axis layered displays. (a) Off-axis layered displays combine a direct-view display, such as a
desktop monitor, projector, or handheld display, with a near-eye display, to provide focus cues. Input to off-axis layered displays is
a focal stack of the 3D scene. The focal stack is illustrated between the user and the direct-view display. (b) Photographs captured
through the HMD for demonstrating the capability of the display to provide in-focus contrast at different focus distances.

Abstract— This work introduces off-axis layered displays, the first approach to stereoscopic direct-view displays with support for focus
cues. Off-axis layered displays combine a head-mounted display with a traditional direct-view display for encoding a focal stack and
thus, for providing focus cues. To explore the novel display architecture, we present a complete processing pipeline for the real-time
computation and post-render warping of off-axis display patterns. In addition, we build two prototypes using a head-mounted display
in combination with a stereoscopic direct-view display, and a more widely available monoscopic direct-view display. In addition we
show how extending off-axis layered displays with an attenuation layer and with eye-tracking can improve image quality. We thoroughly
analyze each component in a technical evaluation and present examples captured through our prototypes.

Index Terms—Layered display, Direct-view, Near-eye, Mixed Reality, Focus cues

1 INTRODUCTION

Information displays, particularly two-dimensional (2D) direct-view
displays, have become ubiquitous in everyday life. Examples include
PC monitors at work, TVs or large video wall panels for entertain-
ment, and handheld displays for mobile visualization applications.
Three-dimensional (3D) displays extend on traditional 2D screens by
leveraging additional depth cues [18]. Most commonly, 3D displays
support stereoscopic viewing by showing two slightly different images
to the user’s left and right eye for delivering binocular disparity.

Current-generation direct-view 3D displays, however, offer only a
subset of the perceptually important depth cues that humans encounter
in real-world environments. For instance, common 3D displays suffer
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from the vergence–accommodation conflict (VAC) as they provide
binocular disparity on a single, fixed focal plane only. Recent advances
in near-eye displays in virtual reality (VR) and augmented reality (AR)
systems mitigate the VAC by shifting the focal plane based on eye-
tracking data [26], by using holographic display solutions [7, 46], or
using multiple display layers [14]. Built upon these approaches, near-
eye displays can provide near-correct focus cues, and thus provide
perceptually realistic and visually comfortable user experiences.

Unfortunately, the image quality of AR and VR displays cannot
yet compete with that of traditional screens. For example, modern
direct-view displays provide much higher resolutions, measured in pix-
els per visual degree, than any commercially available head-mounted
display (HMD). Moreover, sharing a VR experience with other users in
the same physical space is challenging, potentially resulting in users
feeling more isolated and increasing the difficulty of mundane tasks,
such as typing or drinking [5, 37].

To address these challenges, we choose to extend the capabilities of
traditional direct-view displays. Specifically, we introduce the concept
and prototype for off-axis layered displays, which combine direct-view
and near-eye displays to form a viewing volume with support for focus
cues to improve perceptual realism and visual comfort. Our approach
is built on the insight that a conventional display can be extended to a
layered display by placing one or more optical see-through head-worn
display layers in front of it (see Figure 1). As such, users of our system
are able to perceive their surroundings unobstructed but they see also



Fig. 2. Applications. Various professional and casual applications can benefit from enhanced visual perception by extending existing direct-view
displays into off-axis layered displays. Example use-cases include, (a) single- and (b) multi-user gaming at home, (c) stereoscopic viewing during
CAD modelling on a desktop, and (d) exploration and interaction in immersive projector environments, such as a CAVE.

the 3D content when directly viewing the direct-view display allowing
for more natural collaboration and interaction with the environment.
Although extending 2D screens into a layered 3D display has been
reported for auto-stereoscopic viewing before [55], we present the
first approach that considers a hybrid direct-view/near-eye display
setup that continuously updates the spatial arrangement between the
stationary and wearable component.

Focus cues must be provided in a large enough depth interval, but –
most critically – within the user’s direct interaction space [10], i.e., up
to approximately 1.5-2 m. Thus, we design off-axis layered displays
to provide focus cues in the user’s close proximity. Our approach
combines an optical see-through HMD with a direct-view display
to set up a layered display within the user’s direct interactive space
(Figure 1). The wearable display plane is placed at 3 diopter (dpt) in
front of the user, which enables focus cues from approximately 30 cm
to where the direct-view display is placed, i.e., approximately at a
distance of 1.5-2 m in a common setting. Note that the size of the view
volume interactively adjusts based on the distance between the user
and the direct-view displays. The combination of one stationary and
one head-worn display layer lends itself to scenarios where existing
display technology can be re-purposed. Users purchasing a see-through
HMD may have access to large format direct-view displays in typical
office environments or homes. If these two independent displays
are synchronized, they can be used as an off-axis layered display
for 3D viewing with focus cues, which the HMD or the stationary
display cannot provide in standalone mode. Hence, opportunities
arise for various professional and casual applications benefiting
from enhanced visual perception. Examples include, authoring and
viewing of geometric and CAD data, spatial telepresence, immersive
movies, and games and simulations in desktop, home and CAVE
like environments. The illustrations in Figure 2 depict several
configurations and applications.

Off-axis layered displays have been designed to mitigate the VAC
that is common in traditional stereoscopic displays. However, a layered
display that consists of wearable and direct-view displays offers several
other unique characteristics. For example, off-axis layered displays
allow multiple users to interact with a shared direct-view display while
simultaneously being able to view individual perspectively correct per-
user content (Figure 2b). High-resolution light fields can be displayed
with a color fidelity matching those of 2D displays. Moreover, our
display can switch between 2D and 3D for applications that require
working on 2D documents and 3D objects simultaneously.

To explore off-axis layered displays, we discuss key challenges and
show how they can be addressed in a working prototype. In particular,
we introduce a novel decomposition method, which we use to generate
display patterns for a dynamically skewed viewing volume between
a stationary and a wearable display layer, by decomposing a focal
stack of input images. Additionally, we introduce approaches for post-
render warping of the patterns, and achieve high in-focus contrast using
eye-tracking data. Hence, our work makes the following contributions:

• We introduce off-axis layered displays, a novel class of interactive
3D displays that can deliver focus cues within a volume between a
user who is wearing an HMD and a 2D or 3D direct-view display.

• We build two prototypes of off-axis layered displays using an HMD
in combination with (I) a stereoscopic direct-view display, and (II) a
more widely available monoscopic direct-view display. Therefore,
we develop novel approaches for the real-time computation and post-
render warping of off-axis display patterns.

• We present technical extensions to off-axis layered displays. Specifi-
cally, we introduce an attenuation layer, we extend the layer decom-
position to multiple users, and we demonstrate how eye-tracking can
improve the performance of layered displays.

• We analyze off-axis layered displays in a technical evaluation.

2 RELATED WORK

We combine a stationary and a wearable display layer to enable
stereoscopic viewing with focus cues. To put this novel display
scheme in context, we review previous work on stereoscopic displays,
accommodation-supporting displays, and those combining stationary
with wearable displays.

2.1 Stereoscopic displays
3D displays enable stereoscopic viewing by delivering a pair of images
to its users’ left and right eyes [28]. These two images encode binocular
depth cues as they are commonly acquired from two horizontally sepa-
rated perspectives, which mimic the anatomical placement of human
eyes. Stereoscopic displays differ in the way how they deliver the image
to each eye. Popular approaches rely on shutter glasses for temporal
separation [18] and passive glasses with polarization or color filters
for spatially separating coded pixels [18]. However, approaches based
on color coding suffer from low color fidelity. Temporal approaches
reduce the frame rate, and spatial separation reduces the overall number
of pixels reaching each eye. Since increasing the frame rate is con-
strained by the pixel response time, and increasing the resolution is
limited by the pixel pitch, both approaches are ultimately bound by
physical limitations.

An HMD delivers binocular image pairs also spatially separated.
However, by providing a dedicated display panel for each eye, in
combination with magnifier lenses used for enlarging the image of a
2D display, an HMD can provide more densely placed pixels to each
eye [6]. Still, as an HMD physically places the display panel close
to the user’s eyes, they commonly provide only a small number of
pixels per degree. To overcome the need for wearing glasses, auto-
stereoscopic displays directly control the direction of the light that
is leaving the display surface [11, 20]. Examples include approaches
based on lenticular lenses [18], parallax barriers [18], and liquid crystal
layers [27, 54]. While these approaches are able to deliver image pairs
without glasses, they do so at the expense of a reduced spatial and
angular resolution [36].

In contrast to previous approaches, off-axis layered displays make
use of high-resolution screens at arm’s length and, therefore, provide
more pixels per degree than common HMDs. In addition, off-axis
layered displays avoid loss of resolution or frame rate as they are based
on unmodified screens and color coding. However, off-axis layered
displays support high color fidelity as they optimize pixel colors using
tomographic retinal reconstruction.



Fig. 3. System overview. (a) We start by estimating the pose of the HMD relative to the direct-view display. (b) For each eye, we render the focal
stack, (c) which is subsequently decomposed into image patterns that are displayed on the HMD and the direct-view display. (d) To compensate for
rapid user movements, we additionally apply post-decomposition warping before each refresh of the direct-view display. (e) Photographs captured
through the HMD demonstrate how the defocus blur adjusts to the focus distance. Notice the change to the contrast of the green car and the
speedometer display when they become in focus.

2.2 Accommodation-supporting displays

To mitigate the VAC [19], several approaches have been developed to
build displays that provide near-correct focus cues [22, 31]. For exam-
ple, by modulating the wavefront and reconstructing the wave field of a
scene, holographic displays can naturally provide focus cues [23, 44].
With advances in machine learning, the image quality of computer-
generated holography has been significantly lifted [9, 45, 49]. However,
holographic displays are still in their infancy, which is mostly owed
to the limited space-bandwidth product of available spatial light mod-
ulators [8, 16]. This limitation along with the costs associated with
holographic optical elements still prevents the widespread applicability
of interactive holographic displays.

Further designs to mitigate the VAC include varifocal displays, which
shift the focus plane to match the users’ vergence distance. Designs
include mechanical setups [2, 26, 26], deformable mirrors [13], and
electrically tunable lenses [35, 48]. These approaches make use of eye
tracking to match the distance of the focal plane with the user’s ver-
gence distance. However, the accuracy and precision of eye-tracking are
often not sufficient to precisely adjust the display system [12]. There-
fore, varifocal designs have recently been combined with multifocal
approaches [14].

Multifocal displays address several focal planes simultaneously,
forming a volume within which near-correct focus cues can be delivered.
Common implementations use stacked display layers [34, 55, 57],
microlens arrays [32], and high-speed projectors with focus adjusting
optics [47, 50]. However, approaches based on high-speed projections
with synchronized optics demand complex setups, while approaches
based on microlens arrays commonly suffer from the loss of spatial
resolution for presenting multi-view images [51].

Therefore, we draw inspiration from layered displays. They require
computing a decomposition of the scene into separate image patterns for
each layer. Approaches for computing the decomposition use retinal op-
timization for additive layered displays [38,42], as well as tomographic
reconstruction methods for optimizing combinations of pixel colors of
attenuative display layers [51,55]. Attenuative displays have often been
implemented using a stack of transparent liquid crystal displays (LCD)s
which commonly suffer from a limited resolution caused by diffraction
of light shining through the pixels of an LCD layer [21]. Additive
approaches support high-resolution displays but suffer from the lack of
blocking light [42]. Hybrid approaches have been presented [25], but
only to extend the number of layers. We design the first hybrid layered
display, which makes use of high-resolution additive display layers
and a low-resolution attenuation layer. This design enables supporting
pixel occlusions in high-resolution additive layered displays. Note that

a hybrid layered display requires introducing a novel hybrid approach
for computing the scene decomposition.

The introduction of display layers arranged in a non-rigid manner
leads to off-axis projections which must be resolved at runtime. Thus,
we also introduce a new approach for reconstructing the skewed viewing
volume between a tracked head-worn display and a direct-view display.

2.3 Hybrid displays
The literature also reports on several examples where different display
technologies are combined to create new experiences. For example,
FoveatedAR [26] extends the limited field of view of an optical see-
through HMD using an external projection into the periphery of the
user. This approach is similar to an earlier prototype extending the
display area of a direct-view display with projectors [24]. Grubert et
al. extended the usable screen space by combining an HMD with a
smartwatch or a mobile phone [17]. Similarly, TrackCap [41] com-
bines HMDs capable of displaying 3D information with 2D handheld
displays.

More recently, there have been several prototypes where external
displays are combined with head-worn optics. Beaming displays [1]
use an external steerable projector to inject an image into a head-
worn optical system where it is magnified and presented to the user.
Similarly, Iwai et al. [53] combined head-worn varifocal lenses with an
external projector to selectively focus (or blurring) objects in the users’
environment. This manipulation is realized by adjusting the focus via
the lenses while the projector selectively lights up the environment.

Unlike existing hybrid display approaches that mainly aim to spa-
tially extend the screen volume, our work utilizes standard stationary
2D displays and head-mounted components to realize an off-axis lay-
ered display for supporting in-focus contrast.

3 OVERVIEW

We present the concept of off-axis layered displays, in which individual
layers can be flexibly aligned. In our prototypical implementation, the
layers are formed by a combination of a direct-view display, e.g., a
stationary desktop screen, and a precisely tracked HMD, that is not
necessarily axis-aligned with the stationary 2D display. In contrast to
existing approaches, which restrict all layers to be part of the HMD,
our system enables focus cues on direct-view displays. As part of
our work, we develop a complete end-to-end pipeline for providing
focus cues with off-axis layered displays. In the following, we provide
an overview of the key components of our approach (illustrated in
Figure 3), while subsequent sections provide detailed algorithms and
extensions including multi-user support.



Fig. 4. Additive off-axis layered display. (a) The top-down view of the setup for capturing through-the-lens images shows the spatial relation between
the HMD and the direct-view display. (b) Illustration of the optical paths for the additive display and main HMD components. The polarizer has only
been introduced to handle 3D displays which use stereoscopic separation based on polarization. A setup using a 3D display based on shuttering can
be built without the polarizer. (c) A user wearing the HMD prototype that is illustrated in b). (d) Two images of the focal stack used to represent the
3D scene. (e) Through-the-lens photographs. Near and far-focused images were produced by changing the focus of the camera lens.

Pose tracking. The viewing volume of off-axis layered displays
adapts to the head pose of the user. Therefore, we start by estimating
the six degrees of freedom (6oF) pose of the HMD relative to the direct-
view display (Figure 3a). While several approaches for head tracking
are possible, our specific prototype uses an Intel Realsense T265 which
has been attached to the HMD. We initialize the system with a known
image target that is displayed on the direct-view display.

Focal stack rendering. We compute the user’s eye positions by
adding a pre-defined offset to the head-pose for each eye. We estimate
the offset during a calibration once after the application starts. Sub-
sequently, a focal stack is rendered from each eye and with images
parallel to the display plane of the HMD (Figure 3b). Note that the focal
stack images facilitate the focal cues, which are encoded within the dis-
play. Thus, the quality of the off-axis layered display highly depends on
the quality of the focal stack rendering. Therefore, we render a sparse
light field that is placed at each estimated eye position and we apply
the approach of Ebner et al. [14], as it can generate high-quality defo-
cus blur at high frame rates on the GPU. To further improve runtime
performance and quality of the off-axis layered display, we show how
to extend off-axis layered displays with eye-tracking which enables
rendering and encoding a single focused image only (Section 6).

Focal stack decomposition. In this work, we propose two ap-
proaches for computing display patterns. For stationary stereoscopic
screens, we decompose each left and right focal stack into two images,
resulting in a total of four display patterns per frame, i.e., two per eye
(Section 4). Figure 3c shows the two generated patterns for one eye.
For monoscopic direct-view displays, we apply a novel optimization
scheme realizing a shared display pattern on the direct-view display,
as well as two separate images displayed in the HMD, targeting the
user’s left and right eye respectively (Section 5.1). To improve the
perceived quality of the displayed content we furthermore introduce an
attenuation layer to the HMD, for which we compute an additional pair
of images (Section 5.2).

Post-decomposition warping. The displayed images encode a
focal stack using combinations of pixels on both, the HMD and the
direct-view display. However, when the user moves, the spatial layer
configuration changes in off-axis layered displays, causing the pixel
combinations to change which requires updating the decomposition.
However, if the decomposition is slower than the user’s movements the
display pattern cannot be updated accordingly and ghosting artifacts
appear. Thus, instead of trying to recompute the patterns at the update
rate of the tracker, we realign them according to the current head pose
(Figure 3d). Before each frame refresh of the direct-view display, we

shift the pixels of the direct-view display pattern so that they realign
with those shown in the HMD. Therefore, we store for each pixel in
the HMD display pattern the corresponding pixel in the direct-view
display pattern (Figure 3d-top). Before each refresh of the direct-view
display we project its pattern into the current image plane of the HMD
(Figure 3d-middle), where we look-up the stored pixel color of the
aligned pattern (Figure 3d-bottom). This step realigns the display
patterns at the update rate of the direct-view display.

Display. We have built two display prototypes. First, we combine
an optical see-through (OST) HMD with a stereoscopic direct-view
display (see Section 4). See Figure 3e for an image captured through
the display. In the second prototype, we utilize a standard monoscopic
screen. To achieve this, we extend the OST HMD with a low-resolution
attenuation layer, which forms, in combination with the OST HMD
and the direct-view display, a novel type of hybrid attenuated-additive
layered display (Section 5.1).

In the following, we explain of the core components for each of the
implemented prototypes: stereoscopic and monoscopic.

4 STEREOSCOPIC DIRECT-VIEW DISPLAY LAYER

Our first HMD prototype uses one LCD panel per eye (Sharp, 120Hz,
14402 resolution), for the color display. The light coming from the
LCD is reflected by a mirror and refracted by a lens (5 cm focal length)
which creates a virtual image of the LCD at a distance of about 30cm.
The light is combined with light of the environment via a beam splitter.
Note that polarizers are used to selectively filter the light coming from
a passive stereo display to provide correct views for each eye. Refer to
Figure 4b for an illustration of the image forming process.

The display patterns of a 3D scene are computed such that when
viewed through the apparatus, the scene is reproduced with correct
depth of field. Since we are using an OST HMD, the perceived image,
subsequently called the retinal image, is formed by the additive blend-
ing of the display patterns (Figure 4). Several approaches to pattern
computation have been proposed for additive layered displays [38, 42].
We adapt the core principles of these techniques and generalize them
for arbitrary display configurations by introducing the 3D geometry
of the direct-view display. Since we are using a stereoscopic display,
we can decompose the 3D scene into display patterns for each eye
independently. For simplicity, we describe our approach for a single
eye, single color channel, and two planar displays. However, we would
like to emphasize that the approach is suitable for arbitrary numbers
and shapes of displays.



Fig. 5. Off-axis layered displays with attenuation layer. (a) Photograph of the HMD prototype with attenuation layer. (b) A light ray from the direct-view
display entering the HMD passes through the attenuation layer before it is combined with the light ray from the HMD screen. (c) The display patterns
shown on the different screens. (d, e) Examples of the joint stereoscopic decomposition with and without attenuation layer. The inset on top shows
the setup of the rendered scene. (d) The result without the attenuation layer shows ghosting artifacts, which have been highlighted with circles (e)
The attenuation layer is able to filter out the contribution meant for the other eye, which reduces the ghosting artifacts.

4.1 Off-axis image formation

As suggested in prior work [38, 56], we model the human eye with an
ideal thin lens and a circular aperture of a = 4 mm, which corresponds
to the average pupil diameter of the human eye. We approximate the
retina as a planar image sensor with a resolution of X×Y pixels. The
distance from the pupil to the retina is set to de = 17 mm, and we
assume the retinal circle of confusion (CoC) of a 3D point using a disk
with a diameter

c(do,d f ) = a ·de
|do−d f |

do ·d f
, (1)

where do is the depth of the point, and d f is the current focus distance.
Given the number of pixels in the HMD and the monitor by U×V

and S×T , respectively, we define h1 ∈RUV and h2 ∈RST to represent
the display color values as column vectors, where h1 refers to the pixel
colors of the HMD, and h2 refers to the pixel color values of the direct-
view display. For a given focal distance d f , we describe the resulting
retinal image Z f ∈RX×Y as a column vector z f ∈RXY . To represent N
retinal images, each with a focal distance d f , f ∈ [1;N], we concatenate
each retinal image z f into a column vector z:


z1
z2
...

zN


︸ ︷︷ ︸

z

=


A1,1 A1,2
A2,1 A2,2

...
...

AN,1 AN,2


︸ ︷︷ ︸

A

·
[

h1
h2

]
︸︷︷︸

h

(2)

The matrices A f ,1 ∈RXY×UV and A f ,2 ∈RXY×ST define the projections
that map the corresponding display pixels onto the retina image and
spread the pixels according to the CoC as defined in Equation 1, such
that z f = A f ,1h1 +A f ,2h2.

4.2 Solving for off-axis display configurations

To encode multiple retinal images, we use a focal stack with N images
r f as a reference. Each image in the focal stack is focused on a differ-
ent distance d f in between the display planes. To compute a display
pattern, we minimize the Euclidean distance between each r f and the
corresponding retinal image z f :

argmin
h

N

∑
f=1
||r f − z f ||, s.t. h ∈ [0;1]UV+ST (3)

Equation 3 is solved using iterative SART [3]. In each iteration n, the
current decomposition is updated using Equation 4.

h(n)k = h(n−1)
k +

β

Mk

J

∑
j=1

A j,k(r j− (Ah(n−1))k)

M j
,

where Mk
k∈{1,2}

=
J

∑
j=1

A j,k, M j =
2

∑
k=1

A j,k,

(4)

and β is a relaxation parameter. Initially, the decompositions are set to
zero, i.e., h(0)k = 0. After each iteration, the values of h are clamped to
[0;1]. Equation 4 is implemented on the GPU using rasterization and
compute shaders. Each iteration is split into the following two steps.

Retinal image computation. To derive the retinal image, z f when
focusing on a distance f , we compute the retinal image by blending
the two display patterns additively. To support arbitrary spatial display
configurations for our off-axis layered display, we approximate each
display surface using a 3D mesh, which is textured with the correspond-
ing display pattern. The retinal image is rendered by projecting the
textured surface onto the retina, i.e., into camera space. Each pixel is
spread using a 2D scatter operation with a kernel size corresponding to
the pixel’s CoC.

Display pattern update. The display images are updated in each
iteration by adding the error at the time of the current iteration. The
error of the current decomposition is computed by subtracting the
retinal image from the corresponding references image in the focal
stack. The error is then projected to the display layers and distributed
according to its CoC by applying a 2D convolution filter with a kernel
size corresponding to Equation 1.

5 MONOSCOPIC DIRECT-VIEW DISPLAY

While stereoscopic screens allow displaying the image patterns for each
eye separately, most direct-view displays are monoscopic. Thus, we
modify our initial approach based on the concept of color coding for
stereoscopic image separation, as used in anaglyph 3D images [18].
This goal can be achieved and jointly decompose the left and right focal
stacks into three, instead of four, images, where one image is shown to
both eyes simultaneously on the monoscopic display. However, since
the image formation is additive, each eye receives a portion of the
pattern that is meant for the other eye (see Figure 5d). To prevent such
artifacts, we also extend the HMD with an attenuation layer, which can
filter out the wrong pattern contributions.



5.1 Joint stereoscopic decomposition

As before, the input to our system is a focal stack for each eye. However,
to jointly compute all three display patterns we need to reformulate
our model. Therefore, we introduce the solution vectors hL

1 for the
left eye, and, hR

1 for the right eye. The pixel vector of the monitor
remains h2, so that the model of the image formation process adapts
to Equation 5. Equation 4 can be used for solving the new model.
However, its implementation needs to be adapted to project all error
values to all displays.



zL
1
...

zL
N

zR
1
...

zR
N


=



AL
1,1 0 AL

1,2
...

...
...

AL
N,1 0 AL

N,2
0 AR

1,1 AR
1,2

...
...

...
0 AR

N,1 AR
N,2


·

hL
1

hR
1

h2

 (5)

5.2 Attenuation support

Several approaches for implementing pixel-wise attenuation on an OST
HMD have been proposed in the past [29, 30]. Following the approach
of Kiyokawa et al. [29], we introduce an additional LC layer and a relay
lens system to focus the image. For the lenses in the relay system, we
use two achromatic doublets (focal length 7.5 cm each). The principal
planes of the lenses are spaced two times their focal length, to provide
an unmagnified view of the real world. To obtain occlusion capability,
we use an LCD (Sharp, 3840×2160 resolution) without a backlight
which is located between the lenses. An additional LCD is used together
with a beam splitter to augment the light passing through the occluder.
The setup is depicted in Figure 5b.

To integrate this setup in the decomposition, we define two occlusion
layers oL and oR, for the left and right eye, respectively, and we assume
that light rays coming from the monitor are attenuated by the occlusion
layers in a multiplicative manner. Thus, we model the attenuation
image formation process as

zL
f = AL

f ,1hL
1 +λ · (BL

f oL)� (AL
f ,2h2),

zR
f = AR

f ,1hR
1 +λ · (BR

f oR)� (AR
f ,2h2),

(6)

where � is the Hadamard product, BL
f and BR

f are the projection ma-
trices for the occlusion layers, and λ ∈ [0;1] is a damping factor that
denotes the maximum amount of light passing through the attenuation
layer. Note that, other than the image formation being multiplicative,
this model makes no assumption about the underlying display technol-
ogy used for the attenuation layer, and therefore, it is suitable for both
LC and LCoS displays.

As the image formation model in Equation 6 is no longer linear,
the decomposition cannot be directly obtained with SART. Therefore,
we propose a new optimization approach. For each eye, we split
the image formation model into two subsystems, s f ,1 = A f ,1h1 and
s f ,2 = λ ·B f o ·A f ,2h2. For a given decomposition, we compute the
error regarding a focal stack image by subtracting the retinal image
from the focal stack image. Since the subsystems contribute equally
to the retinal image, each subsystem is updated using half of the error.
For subsystem sL

f ,1 and sR
f ,1, we can directly back-project ε f to the

HMD and update the decomposition. This method is equivalent to
using Equation 4 for the update.

6 VERGENCE-DRIVEN OPTIMIZATION

A direct SART update is not possible because in the subsystems sL
f ,2 and

sR
f ,2, the decompositions of the direct-view display and the attenuation

layers are coupled multiplicatively. Thus, we rearrange the subsystems
sL

f ,2 and sR
f ,2 to a single matrix S f ,2 ∈ RXY×2XY . Further, we define the

matrix corresponding to half the reconstruction error as E f . For a given

focal stack image, the updated subsystem matrix S f ,2 is computed as:

S f ,2 +E f =

([
BL

f 0
0 BR

f

]
︸ ︷︷ ︸

B f

·λ
[

oL

oR

]
︸ ︷︷ ︸

o

)
⊗
(
A f ,2h2

)
, (7)

where ⊗ denotes the outer product. We solve for o and h2 using non-
negative matrix factorization. More specifically, we define v = B f λ ·o
and w = A f ,2h2 and use the multiplicative update rule of Lee and
Seung [33] to update the decompositions as follows:

h(m)
2 = h(m−1)

2 �
∑

N
f=1 AT

f ,2vT (m−1) (S f ,2 +E f
)

∑
N
f=1 AT

f ,2vT (m−1)v(m−1)w(m−1)
,

o(m) = o(m−1)�
∑

N
f=1 BT

f
(
S f ,2 +E f

)
wT (m)

∑
N
f=1 BT

f v(m−1)w(m)wT (m)
,

(8)

where o is initially set to fully transparent, and h2 is initialized with
zeros. In our implementation, matrix multiplication with A and AT is

Fig. 6. Vergence-driven optimization. (a) Overview of the example scene.
Red lines indicate measured vergence points; blue lines indicate focal
stack image planes. (b) The focal image is rendered at the measured
focal distance. (c) Comparison between (left) ground-truth, (middle)
focal stack based decomposition, and (right) vergence-driven optimiza-
tion. Vergence-driven optimization is able to provide more contrast. (d)
Screenshots captured through the display. (e) The setup used to capture
the images in d).



again carried out as described in the section above. In practice, we use
a single iteration of Equation 8, before we recompute E f and start over
until all decompositions are stable.

To focus at several distances, off-axis layered displays have to en-
code several focused images why they commonly suffer from reduced
contrast and an increased computational effort. To mitigate these issues,
we introduce vergence-driven optimization to layered displays, which
considers only a single focused image to be encoded in the layered dis-
play. To render the image that corresponds to the user’s focus distance,
we measure the vergence distance with an eye tracker. Vergence and
accommodation are coupled and thus, we assume that the measured
vergence distance corresponds to the focus distance of the user.

Since we assume a known scene in between the HMD and the direct-
view display, we can compute a per-pixel depth map, and use it to
infer the current vergence by intersecting the gaze location with the
depth map [43]. This approach is known to be more precise, as it is not
affected by the inaccuracies of measuring vergence distance using the
gaze angle [12].

Once the focus distance of the user is known, it is not necessary to
render and decompose the entire focal stack. Instead, we only render a
single image with the focal distance aligned with the user’s vergence
distance (see Figure 6a versus Figure 6b for an illustration). Since
we only need to compute the display pattern from a single image,
vergence-driven optimization reduces the computation time for the de-
composition, and the display can achieve better contrast when focusing
on an object at this particular distance (see Figure 6c-d).

7 MULTIPLE USERS

Similar to using an attenuation layer to filter out the contribution of one
view in a two-view display pattern, we can utilize the attenuation layer
to block several views, which enables supporting multiple users. In
such a configuration, each user is wearing a dedicated HMD, whereas
the direct-view display is shared by all users. Thus, the display pattern
that is shown on the direct-view display needs to incorporate one image
pattern for each user, while the attenuation layer of each individual user
needs to filter out the contribution that is meant for all other users. For
example, with two users and a monoscopic direct-view display, three
views need to be filtered out by each attenuation layer, i.e., two views
that correspond to the other user and one view representing the user’s
other eye.

To enable multi-user support, we adjust the decomposition to take
the views of all users into account. To this end, we use a continuous
index for the image formation process of each view i:

zi
f = Ai

f ,1hi
1 +λ · (bioi)� (Ai

f ,2h2). (9)

For U users, in a system with a monoscopic direct-view display, the
maximum number of views i equals 2U . A stereoscopic screen reduces
the number of views used in the decomposition algorithm to U , since
the decompositions for the two eyes can be computed separately.

8 EVALUATION

In this section, we present an evaluation of the image quality and
computational demand for individual components. Since capturing the
physical image through the display properly using a digital camera is
difficult, we follow the evaluation approach used in recent literature [14,
38, 42] and focus on the algorithmic part of our pipeline, i.e., we
compare the results of our decomposition method with the input focal
stack images as ground truth. This approach lets us use state-of-the-
art image metrics (we used PSNR, SSIM and LPIPS) that allow a
meaningful comparison to previous work.

Throughout the evaluation, the system was driven by a standard
desktop workstation, using an AMD Ryzen 9 3900X CPU at 4GHz,
64GB RAM, 2× NVIDIA 3090 Ti GPU, and Windows 10 as operating
system. For an application, such as the racing game depicted in Figure 7,
(about 2 dpt volume), rendering times for a single eye (10242 pixels)
were around 22 ms on average using the prototype without attenuation
layer and utilizing vergence-driven optimization. To prevent falling
below real-time frame rates, we used one GPU per eye.

Fig. 7. A photograph of a user interacting with a two-layer display, where
the first layer is displayed in a self-made head-worn prototype, and the
second layer is a large passive-stereo TV set in the background.

8.1 Image quality of the layered display
To quantitatively evaluate our system, we simulate an off-axis layered
display with and without attenuation layer to explore the perceived
image quality, and the placement and the resolution of the attenuation
layer. We configure the simulator with a direct-view display at 2 m, an
HMD focus plane at 0.3 m, and the attenuation layer at a distance of
5 m to the user’s eyes. We simulate the perceived image when looking
through the display by using an aperture that is set to a diameter of
4 mm. The image patterns are computed using the joint stereoscopic
decomposition so that a monoscopic direct-view display can be used.
We compare this configuration with a simulation of an off-axis layered
display without the attenuation layer in three different scenes, depicted
in Figure 9. For each scene, we generate a focal stack with 11 images,
placed equidistant between the virtual image plane of the HMD, i.e.,
placed at 30 cm, and the direct-view display. Each image in the fo-
cal stack has a resolution of 20482, while the attenuation layer has a
resolution of 10242 pixels.

Table 1 shows the measurements of peak signal-to-noise ratio
(PSNR), structured similarity image metric (SSIM), and the learned
perceptual image patch similarity (LPIPS) [58] for near and far focus
distances. The results show an improvement when using the attenu-
ation layer for all scenes and both focus distances. Furthermore, it
can be seen that the quality at the far focus distance is always lower
compared to the image quality at a near focus distance. This limitations
has been expected, as the attenuation layer cannot completely filter the
shared image into two fully separated images. As Figure 5d-e shows,
the attenuation mitigates ghosting, but does not completely remove it.
Therefore, when focusing to the front, the shared image pattern in the
background is blurred and slight ghosting artifacts in the shared image
have a lower impact on the quality of the perceived image.

8.2 Impact of the attenuation layer
To evaluate the influence of the attenuation layer, we measure the
perceived contrast in several configuration with varying distances of
the attenuation layer. For measuring the contrast, we render a plane
of sine-gratings from 1≈20 cpd in the dioptric center between the
direct-view display and the image plane of the HMD. Since off-axis
displays allow interactively altering the layer setup, we assess them
by measuring the contrast for several distances. Thus, we gradually
increase the distance between the direct-view display and the HMD,
while computing the mean contrast in the perceived image when the
user focuses on the plane with the sine gratings. Focal stack images are
rendered at a resolution of 20 CPD and placed at every 0.2 dpt.

Figure 8 show the measured contrast in an off-axis display with an
attenuation layer at various distances for difference volumes, defined
by the distance between the HMD and the direct-view display. To
avoid the impact of the ghosting artifacts on monoscopic displays, we
have configured the simulator using a stereoscopic direct-view display,
which allows separating the decomposition of the left and right eye.
The results indicate that an attenuation layer set at 40 cm (purple



Fig. 8. Comparison of perceived contrast when using vergence-driven
optimization (VDO) and the conventional optimization using a focal stack.
Results have been measured while focusing in the volume center

line in Figure 8) can improve the perceived contrast significantly for
medium-sized volumes of up to 2.2 dpt. Note that the vergence-driven
optimization (VDO) in combination with an attenuation layer, placed
at 40 cm, indicated by the green line in Figure 8, achieves the highest
overall contrast for volumes of up to 2.2 dpt. Placing the attenuation
layer at 30 cm shows no benefit compared to not using an attenuation
layer. An attenuation layer placed further, in our evaluation, at 50 cm,
supports larger volumes, but suffers from lower contrast values in
smaller volumes.

To assess the impact of the resolution of the attenuation layer to
the perceived image quality we simulate three different resolutions of
attenuation layers. Table 2, shows the measured quality metrics for
three focus distances. The results indicate that quality increases only
slightly with higher resolutions of the attenuation layer. It must be
noted that our simulation does not consider diffraction artifacts that are
known to affect the image quality of attenuative layered displays [21].
While lower resolutions will not be affected, we expect lower quality
results for resolutions higher than 10242. However, since increasing
the resolution only slightly improves the image quality, we recommend
configurations that stay above the diffraction limit.

8.3 Vergence-driven optimization

The effectiveness of the vergence-driven optimization can be demon-
strated by measuring its impact on the perceived contrast and on the
time required to compute the display pattern. We measure the per-
ceived contrast as described for the evaluation of the attenuation layer.
Figure 8 shows the results obtained with and without vergence-driven
optimization. We observe that vergence-driven optimization leads to
the higher contrast throughout the entire range of tested volumes. The
quality improvement can be explained by the number of images that
need to be encoded by the display. Vergence-driven optimization only
needs to encode a single image, while a conventional decomposition
considers the entire focal stack.

Compared to computing the display pattern from a dense focal
stack with many images, vergence-driven optimization can also lead
to faster update rates. Table 3 shows the runtimes for both approaches
for three different resolutions. The results show that vergence-driven
optimization can reduce the runtime. The improved performance allows
us to increase the resolution of the reference focal image and the number
of iterations spent on optimizing the decomposition. To get an intuition
on how much the quality can be improved, we perform an equal-time
comparison. It measures the quality of the display when iterating the
decomposition of higher quality focal stack images more often, with
respect to the time we gain from using vergence-driven optimization. In
our test, we use a resolution of 1,0242 for images in the focal stack, and
a resolution of 2,0482 for the focal image used in the vergence-driven
optimization. The comparison is conducted at 30 fps using the three
scenes (Figure 9). The results (Table 4) show an increase in quality for
all scenes and across all quality metrics when using vergence-driven
optimization.

Fig. 9. Scenes used in evaluation reported in Tables 1, 2, 4 and 5.

Table 1. Simulation of a monoscopic direct-view display and an HMD
with and without an attenuation layer at two focus distances.

Setup No Attenuation With Attenuation
Focus Near Far Near Far

PS
N

R
dB

Scene A 32.72 28.75 35.10 31.05
Scene B 33.27 24.48 33.36 26.51
Scene C 29.25 22.43 31.46 25.01

SS
IM

Scene A 0.9719 0.8776 0.9780 0.9118
Scene B 0.9832 0.9676 0.9833 0.9899
Scene C 0.9581 0.8024 0.9674 0.8627

L
PI

PS Scene A 0.0980 0.2470 0.0820 0.1950
Scene B 0.0840 0.2110 0.0700 0.1910
Scene C 0.1260 0.3010 0.1180 0.2330

Table 2. Quality of perceived images over varying resolutions of the
attenuation layer for three focus distances using scene A in Figure 9.

5122 1,0242 2,0482

PS
N

R
dB

Near focus 36.88 37.18 37.26
Center focus 34.42 34.95 35.09
Far focus 30.68 31.43 31.78

SS
IM Near focus 0.9841 0.9859 0.9863

Center focus 0.9436 0.9508 0.9525
Far focus 0.9108 0.9281 0.9363

L
PI

PS Near focus 0.0560 0.0490 0.0470
Center focus 0.1490 0.1310 0.1270
Far focus 0.1900 0.1500 0.1310

Table 3. Compute times for a single SART iteration with and without
vergence-driven optimization (VDO) for three resolutions and three differ-
ent volume sizes.

5122 1,0242 2,0482

3d
pt SART 22.67ms 71.59ms 256.78ms

SART VDO 1.75ms 6.73ms 28.44ms

2d
pt SART 10.13ms 40.86ms 113.17ms

SART VDO 2.85ms 5.05ms 20.83ms

1d
pt SART 3.26ms 14.96ms 46.48ms

SART VDO 0.95ms 3.54ms 16.24ms

Table 4. Equal time comparison between conventional decomposition
and vergence-driven optimization.

Conventional Vergence-driven
SART optimization

PS
N

R
dB

Scene A 34.42 38.06
Scene B 32.22 38.87
Scene C 30.10 33.94

SS
IM

Scene A 0.9424 0.9762
Scene B 0.9784 0.9947
Scene C 0.9723 0.9907

L
PI

PS Scene A 0.112 0.065
Scene B 0.092 0.052
Scene C 0.1350 0.0710



Table 5. Perceived image quality in a two-user setup. The comparison is
carried out for two distances between the users and two focus distances.

User distance 0.5 m 1.0 m
Focus Near Far Near Far

PS
N

R
dB

Scene A 44.91 33.41 44.84 33.23
Scene B 33.02 27.30 33.07 27.57
Scene C 29.94 25.31 30.50 25.72

SS
IM

Scene A 0.9947 0.9321 0.9946 0.9282
Scene B 0.9909 0.9423 0.9910 0.9437
Scene C 0.9740 0.8895 0.9762 0.8971

L
PI

PS Scene A 0.012 0.1485 0.0125 0.1575
Scene B 0.0125 0.1575 0.0210 0.1265
Scene C 0.0545 0.1890 0.0580 0.1720

8.4 Multiple users

To evaluate the capability for handling multiple users, we simulate a
setup in which two users are simultaneously looking at the direct-view
display. The perceived image quality is simulated with users positioned
0.5 m and 1 m apart. Table 5 shows the measured PSNR, SSIM, and
LPIPS values. The results indicate that the distance between users has
only a small impact on the quality of the perceived image. However,
when analyzing the impact of individual focus distances on the result,
it is evident that focusing at the front leads to a better image quality.
This observation is similar to the results seen in the evaluation of the
attenuation layer. When focusing to an object closer to the user, the
shared image pattern that is shown on the direct-view display is out of
focus and, therefore, will consist of defocus blur, which diminishes the
impact of artifacts.

9 CONCLUSION AND FUTURE WORK

We have introduced off-axis layered displays. Our results indicate that
they can increase the perceived contrast when focusing at virtual objects
between the user and a direct-view display. While stereoscopic displays
have been used for many years, off-axis layered display enable percep-
tual realism outside the display plane of direct-view displays. While
this can increase perceptual comfort, it is an important requirement for
exploring realistic 3D scene representations, such as those provided by
light-field [40] and neural radiance field representations [39].

There are several aspects of our work that we did not specifically
focus on and as such, that offer the potential for further exploration
beyond the scope of this paper. For example, we did only apply a
manual color calibration to radiometrically align the screens of off-
axis layered displays. Improving the color calibration will improve
the quality of perceived images, but requires more work to properly
align the colors. Furthermore, we did not evaluate our approach with
human participants, but instead, focused on a technical evaluation as
it is common for such an approach. However, a user evaluation may
provide additional insights in the usability and perceptual performance
of the display, especially in volumes of varying size. For example, we
only tested the impact of eye-tracking data in a simulator, and by using
a known focus distance for capturing images through the display. As
our test assume perfect eye-tracking, we might see different results
when testing with humans. However, as we already see a trend towards
high-quality eye-tracking [4, 43], we only expect slight variations from
our current results.

Besides the current limitations, we also envision several directions
for further improvement from developing additional components. For
example, perceptual-based rendering, in particular foveated rendering,
can be used to further improve the quality of the perceived images.
Similarly, tracking the gaze of multiple users of the system would
allow optimizing the shared image pattern shown on the direct-view
display. While this would improve the performance, it can also increase
the contrast when both users look at different areas of the direct-view
display since the decomposition can be computed locally for each user.

Since off-axis layered displays support VR and AR applications, we

are also interested in exploring its perceptual benefit to applications
across realities [15,52]. In addition, we see potential in investigating dif-
ferent display types for direct-view displays. The possible options range
from projectors to handheld displays. Projectors support stereoscopic
viewing but also offer a larger screen area. In particular, extending
existing CAVE installations with focus cues, as illustrated in Figure 2
is an interesting practical application. Furthermore, we believe that
smaller handheld screens have a lot of potential. While their screen size
is smaller, their resolution and relative proximity should compensate
for this, albeit at the cost of a smaller viewing volume. Still, it would
fill the research gap next to approaches such as Multifi and Trackcap
that expand screen space [17, 41] while allowing for exploring novel
interactions with 3D content.
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