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Abstract—Experiencing one’s own body in virtual and mixed
reality can enhance applications such as 3D teleconferencing,
physical and psychological rehabilitation, and natural 3D user
interfaces. Embodied experiences require a dynamic virtual body
to represent the user. Typical virtual bodies consist of rigged mesh
models which are animated using expensive and cumbersome
motion capture systems, or heavy reliance on models of human
movement. Models of human appearance and movement are no-
toriously susceptible to undesirable and “uncanny” appearances,
and are often unconvincing as a result. An alternative is to
reconstruct the user in real time without relying on a motion
capture system or on visual or movement models. With this
approach the appearance of the virtual body and its motion
are inherently natural by virtue of being directly captured, and
embodied experiences are possible even at low levels of detail.
However, the necessarily sparse arrangement of reconstruction
cameras often produces incomplete virtual bodies. This is partly
due to the disparity between the egocentric (first-person) view
of the virtual body and the typically exocentric (third-person)
perspectives of the reconstruction cameras. In this paper we
present a method for reconstructing a more complete view of
the user with a minimal number of cameras by combining head-
worn egocentric with exocentric depth-sensing cameras, with a
focus on the first-person view of the virtual body. We describe
our approach to producing the virtual body, including camera
registration methods and key technical performance metrics. We
also provide insights from a user study with 26 participants
indicating that our approach has the potential to increase the
sense of embodiment and the perception of the completeness of
the virtual body.

Index Terms—virtual reality, mixed reality, embodiment

I. INTRODUCTION

In immersive virtual reality (VR) a user’s view of their

physical body is obstructed by the HMD and without the in-

clusion of a virtual body the user’s lack a visual representation

of themselves in the immersive experience. While users can

feel a sense of presence and plausibility without visual body

representation, the inclusion of an appropriate and dynamic

virtual body can enhance the experience in several ways and

is even essential for some application scenarios: Embodied

users can interact with the VR experience using natural

modes of interaction without requiring handheld controllers.

In particular, when providing a more natural (larger) field of

view, showing a virtual body is crucial [1]. When multiple

Fig. 1. A real-time reconstruction system for embodied experiences, using
two stationary exocentric stereo cameras in combination with two egocentric
stereo cameras attached to an HMD (left). The first-person view of the user
shows a dynamically reconstructed virtual body with data contributed from
both the exocentric and egocentric cameras (right).

users share an experience, their virtual bodies can support non-

verbal communication in the form of gestures, pose and body

language, and even facial expressions supporting the feeling

of being together in the same place—a sense of co-presence

[2].

In psychological and physical therapy, VR applications

often rely on the user’s perception of their own virtual body

to directly affect therapeutic change: Anorexia and body dys-

morphia can potentially be addressed by modifying features

of a virtual body such as size and shape [3]. Similarly,

neurorehabilitation for motor function recovery and chronic

pain rely on the artificial movement of body parts, where the

visual appearance of the virtual body and the plausibility of

the movement are critical [4], [5]. Embodiment is usually char-

acterised by a sense of agency over the virtual body, correct

self-location of the body, appropriate visual appearance, and

a feeling of ownership, which emerges when an immersive

experience supports these factors [6]. Agency requires that the

movement of the virtual body closely follows the movement of

the user’s physical body, without spurious movement or large

delays. Self-location typically requires that the virtual body

is seen from a first-person (egocentric) perspective, although

users can still experience some embodiment in third-person

(exocentric) views such as in a virtual mirror. Finally, the sense

of ownership can be improved by a personalised virtual body

which closely resembles the user’s physical body. Personalised
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virtual bodies can also allow users in shared experiences to

recognise one another and to believe, to some degree, that

they are interacting with real people rather than representative

avatars [7].

The challenge for many immersive VR systems is to enable

embodiment supporting agency, self-location, and in particular

stronger ownership by virtual body personalisation. Virtual

bodies typically consist of textured mesh models which are

rigged for animation, and animated using motion capture

system. However, the degree of personalisation is limited by

the parameters of the visual model and often personalisation is

a tedious manual process. Furthermore, the plausibility of the

virtual body as a whole also depends on the accuracy of the

movement model and the quality of the motion capture data

used for animation. Motion capture systems typically track

body parts which are instrumented with reflective markers (for

conventional motion capture), or those which are visible to the

tracking cameras (for recent iterations of VR hardware). In

addition to noise and other spurious tracking results, motion

of body parts which are not directly tracked must be inferred

using a model of human movement which can further reduce

plausibility.

Alternatively, one or more depth-sensing (RGBD) cameras

can be used to capture the user’s visual appearance and their

movement simultaneously. This approach requires more pro-

cessing power and the resulting virtual bodies commonly ex-

hibit less static visual and geometric detail. However, dynamic

details such as deformation of skin and clothing are captured

directly and thus are included in the virtual body without

modelling. These real-time approaches often use a model or

template such as SMPL [8] to produce ”cleaner” models and

increase the level of visual detail, however this risks smoothing

the result and removing some directly captured dynamic detail.

More recently, research has demonstrated embodied expe-

riences using data captured using RGBD cameras directly

without models or templates [9]–[11]. This work goes a step

further and relies on sampled representations—such as point

clouds and voxel grids—rather than using the sampled data to

construct mesh models. Despite the lower visual quality, users

often prefer these directly sampled representations over mesh

models and consistently report that sampled representations

support embodied and co-present experiences.

However, a problem for these directly sampled approaches

is the lack of data when certain areas of the user’s body

are consistently hidden, often through self-occlusion by the

user themselves (e.g. see figure 2). This becomes even more

problematic as often the user has a different view than the

(exocentric) camera(s) used for direct capture. While the

cameras might not see certain areas (e.g. inside the hands,

elbows, feet) they could be relevant for the users and important

to enable embodiment. We therefore propose to include first-

person as well as third-person reconstruction cameras in the

system, thereby increasing the chance that the first-person view

is always complete while preserving the third-person view

required for co-presence.

In this paper, we describe our real-time volumetric capture

Fig. 2. An example of undesired self-occlusion with only exocentric cameras
(top) and complete reconstruction achievable with fused exocentric and
egocentric views (bottom)

system for embodied and co-present experiences, along with a

user trial to verify its effectiveness for embodied experiences.

The capture and rendering system is described elsewhere

[citation-anonymised], and here we focus on the extension

of the base system to include exocentric and egocentric

reconstruction cameras. Using our system we conducted a user

trial with 26 participants to test the technical effectiveness, the

feasibility of the approach and to investigate the contribution

of the egocentric cameras to the user’s experience. We consider

the user’s sense of embodiment and the user’s perception that

their physical body is completely represented by the virtual

body. The contribution of this work is a system for using di-

rectly captured, sampled representations of users for embodied

and co-present experiences, along with a preliminary user trial

to verify the efficacy of the system in supporting embodied

experiences.

II. RELATED WORK

Our work touches on several topics within immersive and

virtual reality, and aims to support similar experiences to sev-

eral commercially available systems. In the following, we will

first introduce the concepts of embodiment and co-presence,



and describe the technical requirements for supporting these in

immersive VR. We then describe some commercially available

and research systems intended for embodied and co-present

experiences, with an emphasis on the degree to which these

systems represent support plausible or authentic representation

of the users. In this context we briefly describe research aiming

to produce personalised virtual body models using one or

more cameras to capture the visual appearance of the users.

Within this area, the majority of systems use animated mesh

models to represent users. We discuss this approach to provide

contrast and comparison with dynamically reconstructed rep-

resentations which we consider next. Most work on dynamic

reconstruction relies on templates or models such as SMPL

[8], but user appearance as well as motion is captured in

real-time. Here, some dynamic details are captured without

modelling, but in fitting data to prior model some captured

detail is still removed and a smoother model is substituted.

Finally, we present some closely related research work which

uses real-time point cloud and sparse voxel reconstructions

to represent users to themselves and to one another. User

representation by model-free, dynamic, sampled reconstruction

is the basis for our existing work, which we discuss before

describing the extension of our existing work to include

egocentric reconstruction cameras.

A. Defining Embodiment and Co-presence

Embodiment in virtual reality refers to a sense of ownership

of and agency over a virtual representation of the user [12].

Agency requires that the user’s movement is mapped appro-

priately to the virtual representation, normally by animating

a humanoid model to follow the user’s physical movements.

Ownership is a composite factor, which typically requires ap-

propriate self location of the virtual body (e.g. it should be seen

from a first-person view) and ownership is strengthened with

increasing agency and when the visual appearance matches the

physical appearance of the user [13].

When dynamically constructing the virtual body, some

latency is inevitable, and it is important to minimise this to

effectively elicit a sense of agency and ownership [14]. This

is an area where motion capture systems have an advantage,

because the processing is simpler and the amount of data is

significantly reduced when compared to producing a 3D recon-

struction. However, research has suggested that embodiment

is not significantly impacted by latency up to 210 ms [15],

and existing research has shown that dynamic point cloud and

sparse voxel grid representations with no specific optimisation

to minimise latency do support embodiment [11], [16].

Appropriate self location requires that the virtual body is

aligned with the user’s physical body in the VR coordinate

system so that it is seen from a natural first-person view. When

motion capture systems are used, the motion capture tracking

system may replace the VR tracking system or the two systems

may be registered to one another in order to align the virtual

body. Where virtual bodies are reconstructed dynamically, the

reconstruction coordinate system must be registered to the VR

tracking system to correctly align the virtual body.

B. Systems for Embodiment and Co-Presence

There is now a large body of research, along with several

commercial offerings which target embodiment in immer-

sive virtual reality. An easily accessible system is the Meta

Horizon1 platform, where users are represented by a partial

virtual body which does not include the legs or lower half

of the torso. Horizon virtual bodies can be personalised to

some degree, however the process is manual and the range

of parameters is limited. Facial animations are synthesized

from voice analysis, and eye movements are inferred using

an unpublished model. Arms, hands, head, and torso are

animated by using the HMDs inside-out tracking system for

motion capture. In contrast, some researchers favour more

”authentic” representations, and so do we. Yu et al. [11] could

show that point cloud reconstructions are superior to animated

mesh avatars regarding perceived co-presence, social presence,

behavioural impression, and ”humanness”. Gamelin et al. [9]

also could show that 2.5D point cloud representations of users

outperform 3D pre-constructed avatars in a remote collabora-

tion setting. Park et al. [16] and Duncan et al. [7] use voxel-

based representations of users for indigenous storytelling and

could show the technique’s feasibility and effectiveness in

eliciting presence and co-presence between users, and also

with pre-recorded people. Regenbrecht et al. [10] blend real

and virtual objects and users as voxel representations in a way

that both realms are perceived as indistinguishable.

C. Reconstructing Humans

Instead of personalising an existing avatar, a mesh model

may be constructed directly and rigged for animation using a

kinematic rigging template. Typically, this approach uses many

synchronised cameras to simultaneously capture the user’s

whole body [17]–[19] or body parts [20]. Complete and highly

detailed models can be constructed in this way, however this

approach has some limitations; During the capture process

the user must hold a static pose that allows a full view of

the body or desired body parts, which may be impossible for

certain users (e.g. therapeutic applications for treating partial

paralysis due to a brain injury). The cost and complexity of

the reconstruction system may also be prohibitive [21] and

while the reconstruction may be detailed, convincing, and

personalised, it is still a static model which lacks many of

the dynamic deformation effects which occur in reality. This

approach, as well as the personalisation of existing models,

also requires motion capture to animate the virtual body,

along with the disadvantages (and advantages) of using a

VR tracking system or motion capture system to animate the

model.

To overcome some of these limitations, virtual bodies can

instead be constructed dynamically. However, since the user is

free to move around while the virtual body is being captured,

the assumption that the user’s whole body is completely visible

is no longer valid and this can be problematic in many actual

applications and is the focus of this work. Some approaches

1https://www.meta.com/en-gb/help/accounts/what-is-horizon/



mitigate this issue by increasing the number of reconstruction

cameras which in turn often also increases the latency, all

things we aim to minimise. Alternative methods use a few

cameras in combination with a model that is used to interpolate

or infer parts of the body which are not directly observed

by the camera. These approaches commonly use the SMPL

human body model [8] as a ‘template’ and as such this

body of work is similar to personalising a mesh model with

directly captured texture information. More recently, research

has demonstrated the use of generative machine learning

models to infer the missing parts of the reconstruction [22]–

[26]. However, like avatar personalisation, these methods often

do not capture unique visual features of the user’s physical

body and, even if they can, they will do so only once it

is visible and substitute generic data if it is not. It also

remains challenging to correctly infer the same subtle dynamic

deformation effects which are missing from animated static

mesh models. We rather approach the problem by considering

the expected viewing poses, and aiming to capture the user in

such a way that the captured data perceived as complete from

these views.

D. Dynamic, Sampled Reconstructions

Rather than following the dominant paradigm of animat-

ing a textured mesh surface model, we intend to explore

the use of dynamic volumetric reconstructions with sampled

visual representations. That is, using a discretely sampled

representation such as a point cloud or a voxel grid, and

rendering it in its native structure without first converting

it to a textured mesh model. Research so far supports this

direction of inquiry; Point clouds and sparse voxel grids are

shown to support embodiment and co-presence in immersive

environments, when rendered in their native form [9], [27].

Furthermore, sampled structures in the form of voxel grids

are often used as part of a standard reconstruction pipeline

for producing mesh models [28], or more computationally or

memory efficient internal representation of some data [29].

In addition to the computational advantages of voxel grids

over point clouds, the representation inherently encodes a

consistent level of geometric detail over the whole grid, while

visual detail of dynamically captured data varies with distance

to the camera. For these reasons we choose to use a voxel

grid as both our internal data representation and the visual

representation, instead of converting the grid to a mesh surface

model.

Overall, our approach presents a system for embodiment

that mitigates the issues of self-occlusions and missing visual

information apparent in existing systems which use only

exocentric cameras. The key idea is to use dynamic sampled

reconstructions captured using exocentric (external to the user)

and egocentric (head-worn) cameras to ensure that data is

always captured from the user’s first-person view, and from

selected third-person views. Using this approach we aim to

ensure that the virtual body is viewed as complete, without

relying on models of human appearance or movement and

Fig. 3. The volumetric capture system used for the user experiment consists
of an Oculus Rift CV1 HMD (A) with two Oculus tracking cameras (B1,
B2), two egocentric cameras (E1, E2), and two exocentric cameras (C1, C2).
A Kinect (F) is included to track the user’s pose for the experiment but does
not contribute to the reconstruction. Each egocentric camera and the Kinect
are connected to a dedicated Intel NUC computer (D1−3).

without increasing the number of (exocentric) cameras since

both of these alternatives can negatively affect embodiment.

III. SYSTEM OVERVIEW

Voxelvideo streams (our real-time volumetric video encod-

ing) of the user consist of a sequence of voxelframes. Each

frame is a sparse, coloured voxel grid, which is constructed

from a coloured point cloud acquired by a RGBD camera.

Occupied voxels each contain one or more coloured points,

and the voxel colour is the average colour of the points. The

system runs on multiple networked computers to distribute

the computational load, and reconstructions are sent between

computers by way of a compact serial encoding of the voxel-

frames.

In this section we present an overview of the network-

distributed architecture of the system (subsection III-A), and

the octree data structure that we use to construct and encode

voxelframes (subsection III-B). These components form the

core of the system which, with a suitable camera registration

method, supports conventional egocentric-only sampled recon-

struction and embodied experiences [citation-anonymised].We

then describe our extension of this system to include egocen-

tric (HMD-attached) reconstruction cameras which are regis-

tered to the world coordinate system using the VR tracking

system to update their registration in real time (section III-C).

We integrate our system with Unreal Engine 42 (UE4) using

the plugin system, which allows integration of voxelvideo

streams with arbitrary UE4 projects. Details of our method

2https://www.unrealengine.com/
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Fig. 4. Physical measurements used to calculate vg for the furthest voxel (A)
from the camera (B) within the extents of the capture volume (C).

of integration, and the limitations and advantages are already

described elsewhere [citation-anonymised].

A. System Architecture

Figure 3 shows the arrangement of the physical components

of the capture system used for the experiment described

in section IV, which we use as an example configuration

to describe the system. The arrangement of the exocentric

cameras, and the configuration of the hardware of that system

is a typical system configuration which we use for embodied

experiences [citation-anonymised]; Each camera is connected

to a dedicated computer (here Intel NUCs3 with 8th generation

Intel i5 CPUs), and the VR system (an Oculus4 Rift CV-1) is

connected to a rendering computer (featuring an Intel i7, and

an NVIDIA RTX 2080Ti GPU). The computers are connected

over a dedicated gigabit LAN, with the rendering computer

connected via a 10 Gigabit port and network adaptor.

Voxelframes are constructed on each NUC, converted to a

compact serial encoding, and sent over UDP to the rendering

component running on the rendering computer. The rendering

component integrates reconstructions received from each NUC

to produce a single coherent voxelframe consisting of data

from all the cameras. Combined reconstructions are merged

as received, and a combined frame is considered complete

once one frame from each camera is integrated. All software

components follow a triple buffered producer-consumer pat-

tern which allows sequential stages of the reconstruction and

processing pipeline to operate concurrently thereby minimis-

ing latency. The concurrent design of the processing pipeline

also decouples total latency from the maximum update rate

of the reconstruction system which is limited only by the

slowest single stage of the pipeline. This arrangement relies on

a voxel data structure which can be quickly constructed from a

point cloud and converted to/from a compact serial encoding,

which we describe in the following section. In section III-D

we describe the latency of our system, and the method used

to measure the total motion-to-photon latency. This includes

measurement of the contribution of several stages of our

processing pipeline, which relies mostly on the time taken to

3https://www.intel.com/content/www/us/en/products/details/nuc.html
4https://oculus.com

Fig. 5. An exemplary three-level octree showing the volume hierarchy (A) and
tree structure of the (B) with three occupied leaf nodes. The serial encoding (C,
D) is the breadth-first concatenation of the occupied internal nodes followed
by the colours of the leaf nodes correspond to the serial encoding.

construct a voxel grid from the point cloud, and the conversion

to and from the serial encoding.

B. Voxelframes

We use a fixed-depth sparse voxel octree using a child-

pointer structure during tree construction and to recover 3D

positions of each occupied leaf node when decoding a serial

octree. 3D positions of the leaf nodes must be recovered

for rendering, as described in an earlier publication [citation-

anonymised]. The grid has fixed spatial bounds which are

dependent on the voxel size and the tree depth, which we

choose for a particular system configuration. Typically, the

tree depth is fixed at 11, which corresponds to a voxel grid

with a size of 211 vox3 =2048 vox3. This is sufficient for our

research, where we allow users to move freely within a cube

shaped capture volume of approximately 2.5x2.5x2.5 m3, and

typically use voxel sizes ranging from about 2 mm to 12 mm

(where the voxel grid covers ≈4 m3 and ≈24 m3 respectively.).

Figure 5 illustrates the spatial structure of the octree (limited

to a depth of 2 for illustrative purposes) with some occupied

voxels along with the corresponding tree structure and serial

encoding. A full serial octree is the breadth-first concatenation

of the child-occupancy bitfield for all the internal nodes,

followed by a contiguous array of voxel colour data. Colour

information is stored in three bytes in R-G-B order for both

the in-memory and serial encoding.

We construct the octree by first transforming the point cloud

from the coordinate system of each camera to the common

world coordinate system as described in section III-C. Octrees

are constructed by point-wise insertion of all aligned points in

the point cloud. A depth threshold and a chroma-key filter

are applied to the depth and colour images to reject back-

ground points, after which a crop volume is applied (e.g. our

2.563 m3 volume) to remove any remaining irrelevant points.

The resulting reconstruction consists of the user as well as any

objects that are inside the crop volume. The in-memory octree

structure is converted to the serial encoding, and streamed to

the render component, where data from multiple cameras is

fused into a single coherent representation. Data is fused by

merging the octree structures, and averaging the colour of leaf



Fig. 6. Ego- and exocentric camera registration uses the same notation as
equation 3. Two Oculus tracking cameras (G1, G2) define the world-aligned
VR coordinate system (D). Captured data is first transformed from right-
handed (A) to left-handed (B) camera-centric space, and then either to camera-
common-space for exocentric cameras (C) or to HMD-space (H) for egocentric
cameras. Data is then transformed to world-space (D).

nodes which are occupied in both trees. This naive approach is

sufficient to fuse sparse grids so that the fused reconstruction

preserves a single ‘hull‘ of occupied voxels, so long as the

residual errors of camera registration and depth estimation are

within one half of the voxel width. Residual errors as large

as one voxel width are tolerable since a single hull is still

produced even though the hull thickness is doubled. For our

relatively low levels of detail and the corresponding coarse

voxel resolution we found this approach to fusion, and our

camera registration method, to be sufficient.

The finest voxel grid resolution for a particular configuration

of cameras (or the size of a leaf node) is chosen so that recon-

structions produced from the camera point clouds produce a

contiguous hull of occupied voxels in the grid. The minimum

‘gapless’ voxel size, vg , corresponds to a voxel grid resolution

that matches the spatial resolution of the point cloud which

in turn depends on the angular resolution, φ, of a depth pixel

and the maximum expected distance, dW , between the camera

and the subject as illustrated in figure 4

vg = 2
√
2 dw tan

(

φ

2

)

. (1)

When d < dw multiple points in the point cloud will

contribute to a single voxel, and the visual level of detail is

reduced. This ensures that level of detail is consistent over the

whole capture volume, even though the point cloud density

varies with distance from the camera. While vg is the lower

bound on the voxel size, and we can choose larger voxel sizes

to trade visual level of detail for latency and to achieve real-

time performance on computationally limited hardware.

For a given capture volume and voxel size, v ≤ vg , we

calculate the minimum octree depth, D, required for an octree

to contain the whole volume

D =

⌈

log
2

V

vg

⌉

. (2)

C. Camera Registration

To produce a coherent reconstruction from multiple cam-

eras, the cameras must all be registered to the same coordinate

space. We use the VR tracking system as the common coor-

dinate system, since the VR system is registered to physical

reality. To avoid VR system tracking drift inherent in more

recent SLAM-based VR systems we use an Oculus Rift CV-

1 since it uses stationary exocentric tracking cameras which

serve as fixed reference points. Our camera registration con-

sists of a set of rigid transforms which transform points from

the camera coordinate system to the VR coordinate system.

The combined registration transform, Ai, for the ith camera

is composed of a handedness transform, AH , a camera pose

transform, Ai,pose, and a VR-device transform AV R:

Ai = SAV RAi,poseAH . (3)

We calculate the scale factor, S, to convert from camera

base units, cb, to a base unit of one voxel for a given voxel

size, v

S =
(cb

v

)

. (4)

The handedness transform, AH , converts points expressed

in the right-handed camera space to an equivalent expression in

left-handed camera-centric space for compatibility with UE4.

For the exocentric cameras, AV R is the identity transform and

Ai,pose transforms directly from camera space to VR space.

For egocentric cameras Ai,pose transforms from camera space

to the HMD coordinate system, and then AV R transforms

from HMD space to VR space. The HMD coordinate space,

and AV R, are defined by the pose of the HMD, and AV R

is updated in real-time by retrieving the pose from the VR

tracking system. HMD poses are retrieved at 100 Hz, and at

significantly lower latency than the RGBD image acquisition

and voxelframe reconstruction process. During the camera

registration process we avoid introducing errors due to relative

latency by only recording registration data while the target is

stationary. During reconstruction, misalignment due to relative

latency is mitigated by maintaining a timestamped ring buffer

of the most recent 15 HMD poses, and choosing the pose

whose age matches the estimated relative latency. We empiri-

cally determined the relative latency to be approximately 90 ms

by adjusting its value and observing the relative alignment of

egocentric and exocentric voxel grids under fast HMD rotation.

Camera registration requires estimating Ai,pose for all the

cameras in the system, for which we rely on a chequerboard

with a handheld VR controller rigidly attached. We first use

hand-eye calibration [30] to estimate the transform between

the controller and the coordinate system defined by the

chequerboard. Using the calibrated controller-board assembly

we then capture a set of point correspondences and apply

partial Procrustes analysis to estimate Ai,pose. Calibration

data for both steps is only captured while the controller-board

assembly is stationary, and for egocentric cameras while the



Fig. 7. The chequerboard (A) spins at a constant speed, and is captured by the
reconstruction camera (B) and rendered in real-time on the screen (C). The
laptop (D) uses the speed-measurement camera (E) to measure the rotational
speed of the board. The observation camera (F) captures a snapshot of the
physical board and its reconstructed image on the screen, from which the lag
angle of the reconstructed board can be estimated.

HMD is stationary. Figure 6 illustrates the camera registration

apparatus for our experimental system.

Reconstruction components apply Ai to all pj points cap-

tured by the camera (after depth threshold and chroma-key

filtering)

qj = ⌊Aipj⌋ . (5)

The resulting set of world-aligned points, qj , are inserted

point-wise into the octree to create the voxelframe. Our

method of fusing data from multiple cameras requires the

residual alignment error between cameras to be less than half a

voxel width otherwise the same surface observed by different

cameras will produce multiple occupied hulls in the combined

reconstruction. By visual assessment we confirmed that the

experimental setup in Figure 3 produces a single hull to 6 mm.

D. System Latency

We estimated the latency to measure the motion-to-photon

latency as experienced by the user. To do this we use a

chequerboard rotating at a constant speed, and use the lag

angle of its reconstruction to estimate the latency. We use two

cameras to make measurements: One to estimate the rotational

speed of the chequerboard, and one to simultaneously capture

the rotation angle of the chequerboard and its reconstruction.

Chequerboard rotational speed, ω, is estimated from two

observations of the chequerboard orientation vector, v1 and

v2, separated by a time interval ∆t:

ω =
1

∆t

cos−1

( ||v1|| ||v2||
v1 · v2

)

(6)

where the orientation vector is defined as the vector between

diagonally opposite internal chequerboard corners. We use an

asymmetrical chequerboard so that the direction vector can be

tracked without ambiguity over a whole rotation.

0 20 40 60 80 100 120

Base Constructing

Latency (ms)

Decoding

Fig. 8. Motion-to-photon latency consists of base latency (image exposure,
USB and network transport, and the rendering pipeline), plus the time taken to
construct the serial octree from a point cloud and decode it into the combined
reconstruction.

The rotational speed of the chequerboard is estimated in

real-time using OpenCV’s SolvePnP function to find the

chequerboard corners to estimate v1 and v2, and to measure

∆t between the two observations. For a given frame rate and

rotational speed we adjust the interval between measurements

to ensure that a sufficient number of frames are discarded

between v1 and v2 so that a rotation the rotation angle

is between π and 2π. Rotational speed is then estimated

by applying equation 6 and recorded alongside an image

which simultaneously captures the physical board and its

reconstruction. We then use the GIMP5 angle measurement

tool to manually estimate the relative angle between the board

and its reconstruction in the captured image, since the image

of the reconstruction is not detailed enough to reliably detect

the chequerboard. We recover ∆t,lag for a given observed

rotational speed, ω, and observed relative angle, θ

∆t =
θ

ω
(7)

To avoid the relative orientation of the screen introducing

an angle offset we measure the lag angle while the board is

stationary and subtract the stationary lag angle from θ. To

avoid rolling shutter distortion we use global-shutter cameras

to measure the rotational speed of the board and to capture

the images fore estimating the lag angle.

In addition to measuring the total motion-to-photon latency,

the capture software is instrumented to measure the time

required for each stage to process one frame. A breakdown

of the latency into these components is shown in figure 8.

IV. EXPERIMENTAL EVALUATION

We conducted a within-subjects experiment to compare the

sense of embodiment and perceived body completeness be-

tween three conditions: User’s reconstructed using exocentric

cameras only (X), egocentric cameras only (E), and both

egocentric and exocentric cameras (A). 26 participants were

recruited from the university staff and students, as well as the

public, and all recruited participants completed the experiment.

The group consisted of one non-binary, 11 male, and 14 female

participants with ages ranging from 21 to 66 and a median age

of 33. Twenty-three participants reported prior experience with

VR, and the remaining three reported no prior experience.

5https://gimp.org



The experimental system consisted of four RealSense D415

cameras, with two attached to the HMD (the egocentric cam-

eras) and two attached to a large metal frame (the exocentric

cameras). A Kinect 2 was used to track the user’s pose for

the purpose of the experiment, but did not contribute to the

virtual body since the Kinect does not allow for control over

the exposure and colour balance of the image and would intro-

duce colour variation into the virtual body. Each camera was

connected to an Intel NUC computer, which was connected via

a dedicated gigabit Ethernet switch to the rendering computer

(featuring an Intel i7, RTX2080Ti, and a 10 Gigabit Ethernet

card). The VR experience was delivered by an Oculus CV-1

with two tracking cameras which were attached to the same

metal frame as the RealSense cameras and Kinect to preserve

camera registration. Figure 3 illustrates the arrangement of the

cameras, the VR system, and the NUCs

Upon arrival, each participant first completed a consent

form and a demographic survey. They were then immersed

in a simple virtual environment consisting of a floor plane,

the default UE4 sky sphere, and a large virtual mirror placed

approximately to coincide with the position of the metal frame.

A black square on the floor indicates the participant start

position. Participants were first asked to identify the virtual

mirror, the starting square, and virtual sun. They are then

asked to confirm they can see the reflections of those objects

in the virtual mirror. They are also invited to move around,

and to look down and verbally confirm that they can see their

virtual body. Then they were then allowed up to two minutes to

familiarise themselves with the system, and asked to indicate

when they were ready to begin the experiment.

The experiment begins by asking the participant to stand

on the starting square, whereupon they are shown a stick

figure illustrating a pose that they are asked to mimic by

‘stepping into’ into the pose and aligning their arms and legs

with the stick figures. An example showing a photograph of

the user and their corresponding first-person view is shown

in figure 9. They are asked to verbally indicate when they

are satisfied with their alignment at which point the skeleton

is hidden and the participant is asked to step back onto the

starting square. The task is repeated five times with a new

stick figure pose each time, after which they remove the

HMD and complete a post-immersion questionnaire to assess

their sense of embodiment and the perceived completeness

of the virtual body. The user then repeats the task with the

same five skeletons for the other two conditions, completing

the same post-immersion questionnaire each time. Once the

participant has experienced all three conditions the experiment

is concluded, and the participant is given a chocolate bar as a

token of thanks for their participation.

Experimental condition order is randomised, with care taken

to ensure that all six possible condition orders appear a similar

number of times during the experiment. The same five stick

figure poses are used for all conditions and for all participants

in randomised order, where the stick figures were produced by

capturing the pose of one of the researchers standing in front of

the Kinect and holding a pose. Before showing the participant

Fig. 9. A participant completing the skeleton matching task showing their
first-person view of from the start position (top), and their physical final
physical pose including their view with exocentric-only (bottom left) and ego-
plus exocentric (bottom right) cameras.

the stick figure it is scaled to match the participants height

based on the relative heights of head position of the user and

of the skeleton. Stick figure poses were captured prior to the

experiment by using the Kinect to capture the experimenter

standing in front of the virtual starting square. A range of

poses was chosen to ensure that some of them exhibited self-

occlusion, with a severe example shown in 2.

A. Questionnaire

We use the post-immersion embodiment questionnaire de-

scribed by Gonzalez and Peck [12], but omit the ‘response’ and

‘tactile’ sections since we do not use tactile or threat stimuli.

Three additional questions are included to assess the degree to

which the participants felt that their virtual body was complete:

1) I felt as if my whole body was present in the virtual

space.

2) I felt as if the virtual body did not represent my whole

body.

3) I felt like parts of the virtual body were missing.

The completeness responses are recorded on the same

7-point Likert scale as the embodiment responses, with a

range between -3 (strongly disagree) and +3 (strongly agree).

Embodiment scores are calculated as prescribed by Gonzalez

and Peck, and completeness scores are calculated from the

questions, C1-C3, listed above:

C =
C1 + C2

2
− C3 (8)

B. Results

Participant responses were assessed for normality using the

Shapiro-Wilk test, and for equal variance using the Levene test.

Embodiment data was all normal, however only the egocentric-

only condition had significantly higher variance than the

exocentric-only condition (p < 0.01) and the combined con-

dition (p < 0.05). We then compared the conditions using a
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Fig. 10. Virtual body completeness perception, and the overall embodiment
score (X=exocentric-only, E=egocentric-only, A=egocentric+exocentric)

Kruskal-Willis test, finding no significant difference between

the exocentric and combined conditions, but a significant

difference between the egocentric-only condition and both

the exocentric (p < 0.01) and combined (p < 0.05) condi-

tions. Effect size of including egocentric cameras alongside

exocentric cameras was small (Cohen’s d=0.29 & d=0.12

for completeness and embodiment respectively), while effect

sizes for removing the exocentric cameras from a combined

configuration (d=1.3 & d=0.81) and for replacing exocentric

cameras with egocentric ones (d=1.1 & d=0.89) was large.

After decomposing embodiment scores into their com-

ponent factors, we found no significant difference in the

reported appearance, agency, and location factors of the

embodiment score. A significant difference in the sense of

ownership was found between the egocentric condition and

the other exocentric-only (p < 0.01) as well as the egocen-

tric+exocentric (p < 0.01).

During the experiment the participants’ pose was tracked

using the Kinect 2 skeleton tracking, and when the user

indicated that they had satisfactorily matched the stick figure

pose a snapshot of the skeleton tracking was saved. We used

only the head, shoulders, hips, elbows, and knee joints to

assess skeleton fit accuracy, since the remaining joints often

exhibited tracking instability and position jitter. For each joint

of each skeleton of each recorded pose, the magnitude of the

error vector between the user joint and the reference joint was

calculated. Recorded data was manually filtered to exclude

records where the integral Kinect skeleton tracking failed.

After filtering, we retained 78% of the data, corresponding

to 96 samples for the egocentric and egocentric+exocentric

conditions and 90 samples for the exocentric condition. Fil-

tered data was assessed for normality and equal variance

using Shapiro-Wilk and Levene analyses. None of the data

was normally distributed, but all data had equal variance. As

per Kruskal-Willis analysis we found no significant difference

between any pair of conditions.

Overall, the results show that embodiment can be effectively

supported and that the user’s bodies can be reconstructed

with low latency in real-time. The combined exocentric and

egocentric camera reconstructions could effectively fill the

occlusion gaps for the first person view.

V. CONCLUSION, DISCUSSION, AND FUTURE WORK

In this work, we presented an approach for supporting

embodiment in immersive environments, which could also be

used to support co-presence in shared immersive experiences.

The key idea is to avoid models and capture the user di-

rectly, and to combine data from a few ego- and exocentric

cameras to produce a virtual body that appears complete to

the user. Because the reconstruction is produced from direct

observations of the user’s physical body, visual characteristics

such as size, proportions, skin tone, and clothing inherently

match the user’s physical appearance. We have described the

extension of our existing volumetric capture system to include

egocentric capture cameras. We also conducted a user study

with 26 participants evaluating effectiveness and embodiment

factors.

Our experimental results show that all three conditions

—egocentric cameras, exocentric cameras, and both egocentric

and exocentric cameras — are effective in supporting embod-

ied experiences. The user’s body is reconstructed in real time

with low enough latency to support a sense of agency, and

the inclusion of egocentric views in the reconstruction did

fill gaps in the exocentric reconstruction. Camera registration

and fusion of data from the four RGBD cameras in our

experimental system was effective in producing a convincing

virtual body.

However, in our user study, we did not detect significant dif-

ferences in perceived embodiment and completeness between

the combined condition and the exocentric-only condition.

This could be due to a number of factors, most-likely due to

our sample size, the task, and the particular experience with a

virtual mirror. We estimated our sample size on the basis of

similar studies in the related work and strong expected effect

sizes. Similar studies in the field could show significant results

with participant numbers as low as a dozen. Our expected

strong effect size between conditions was not present, and

so in future work we should use larger sample sizes. Our

task of taking a certain pose in front of a virtual mirror was

an attempt to combine requirements from different potential

applications. First, immersive neurorehabilitation relies on a

first-person view and often uses a front-facing mirror. In

embodied rehabilitation scenarios, for example for post-stroke

motor function recovery, but our participants are not stroke

survivors and the trial was not conducted in a clinical setting.

Secondly, psychological rehabilitation for conditions such as

body dysmorphia and anorexia would be an appropriate use of

a front-facing virtual mirror. However, in this application the

egocentric cameras are unlikely to contribute to the experience

since the main focus is the (exocentric) view of the virtual

mirror. The primary focus point is the user’s view in the mirror,

and while looking down from a first-person perspective is

desirable it is not critical. And third, a 3D teleconferencing or

collaboration application would need both the egocentric and

exocentric views but here the user’s reflection is only a proxy

for the remote user and this makes it impossible to assess the

capacity of the system to elicit co-presence between two users.



Our findings — in particular on the effectiveness of sampled

dynamic reconstructions and the combination of egocentric

and exocentric views for reconstructions — are of value in

the design and development of embodied experiences. This

agrees with existing work which has demonstrated embodi-

ment with 1-3 exocentric cameras capturing and the user in

real time and using point cloud rendering [9], [11] or voxel

grids [10], [27]. We add to this that our results suggest that

the perceived completeness of the users body may not be

significantly effected by temporary incompleteness resulting

from self occlusion. However, future studies should avoid

combining too many aspects into one study. Instead, task-

and context-specific experiments are advisable. A virtual post

stroke rehabilitation scenario should be evaluated with people

actually suffering from e.g. unilateral motor impairments, and

with the guidance of clinicians and other domain experts. 3D

teleconferencing scenarios should provide different views to

remote and local users, and should be conducted as close to the

real application as possible with two embodied users sharing

a virtual experience.

We hope that our work inspires researchers and practitioners

to experiment with dynamic sampled reconstructions, and with

combinations of ego- and exocentric views for reconstruction.

Since our primary goal is to assess the effectiveness of the

system in eliciting embodiment we have not considered com-

bining egocentric and exocentric views in immersive mixed

reality scenarios as suggested by Lindlbauer et al. [29]. We

have likewise not yet investigated the effectiveness of this

approach for “metaverse-like” applications, where more than

two spatially distributed embodied users meet virtually and all

experience the same virtual environment, but this appears to

be another promising direction of research.
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