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Abstract

Collaborative Virtual Environments (CVE) with co-located or remote video communication functionality require a continuous experience of social presence. If, at any stage during the experience the communication interrupts presence then the CVE experience as a whole is affected - spatial presence is then decoupled from social presence. We present a solution to this problem by introducing the concept of a virtualized version of Google Glass™ called Virtual Glass. Virtual Glass is integrated into the CVE as a real-world metaphor for a communication device, one particularly suited for collaborative instructor-performer systems. Together with domain experts we developed a prototype system based on an instructor-performer architecture. In two studies with a total number of 115 participants we showed that the concept of Virtual Glass is effective, that it supports a high level of social presence and that the social presence for the performers is rated significantly higher than a standard picture-in-picture videoconferencing approach used for the performers. We present our experimental system, our studies, and the generalizability of our approach towards future uses.
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1 INTRODUCTION

A Virtual Environment (VE) can be defined as a three-dimensional simulation of a real or imaginary environment generated by a computer (Cobb, Kerr, & Glover, 2001). Collaborative Virtual Environments (CVE) enable people to meet and interact in a shared, virtual space. Using this design, people in remote areas can work together over networks to share tasks and experiences (Park & Kenyon, 1999). In an effective CVE users experience a sense of presence in various aspects, most notably spatial presence – i.e. the sense of being part of the VE – and social presence – i.e. the experience of being together. To support the experience of presence we must design a believable virtual world, where users can interact with the environment and with each other.

For instance, a Virtual Reality Exposure Therapy (VRET) application for phobia treatment (Carlin, Hoffman, & Weghorst, 1997; Juan et al., 2005; Regenbrecht, Wickereth, Dixon, & Mueller, 2006) is a classic example of a CVE requiring communication capabilities. Here, a client and a therapist meet in a VE. The client navigates the environment and is exposed to varying degrees of fearful stimuli controlled by the therapist. At the same time the therapist is communicating with the client to encourage him/her to face the stimuli/fears and to accept feedback about the client's experience. For the treatment to be effective (North, North, & Coble, 1997), the environment needs to provide believable stimuli (e.g. spiders) as well as offering a continuous, uninterrupted communication channel between therapist and client. Unfortunately, this communication channel is usually decoupled from the CVE. That is, the video/audio communication is not integrated into the VE. Instead, it is appended to the system, often as a separate picture-in-picture (PiP) videoconferencing window. This leads to breaks in the presence experience when the user has to switch from the immersive CVE to be able to communicate via the videoconferencing channel.

With the Virtual Glass concept introduced here we propose an integrated communication solution combining communication and CVE collaboration in a way that maximises social presence. This solution is suitable for a range of types of CVEs, in particular for systems enabling an instructor (e.g. therapist) and performer (e.g. client or patient) to meet in the same virtual space. We refer to these as instructor-performer systems. Here, the instructor maintains an overview of the CVE and, based on events occurring within it, provides instructions and guidance to the performer. The performer remains immersed in the CVE, following the instructor’s guidance to respond to these events.

2 RELATED WORK

For our work it is of most interest how two parties can collaborate in the same virtual space and communicate simultaneously without breaks in the experience of being together. We therefore have a closer look at the concept of presence, and how the richness of the media can support this. We also highlight the specifics of the instructor-performer systems targeted in our research, –which are a combination found in a range of application scenarios. We therefore review related work in presence and instructor-performer systems. Later our studies will show the effectiveness of our Virtual Glass implementation in addressing those aspects.

2.1 Presence and Media Richness

A defining component of virtual environments is presence (Steuer, 1992), i.e. a user's experience that her or his body or body parts are perceived as being part of the VE. Presence is achieved by interacting with the environment by self-movement, interaction with objects of the VE and also, in the case of CVE, by the user's interaction and communication with subjects in the VE (Regenbrecht, 1999). The sense of presence in CVE can be decomposed into the factors of spatial presence, involvement, and the realism of the VE (Schubert, Friedmann, & Regenbrecht, 2001), also called the "sense of being there" (Barfield & Weghorst, 1993), combined with social presence (Biocca, Harms, & Gregg, 2001), or the "sense of being together" (De Greef & Ijsselsteijn, 2001). In a wider sense, when considering all kinds
of mediated environments, social presence can be defined according to co-presence (colocation and mutual awareness), psychological involvement (e.g. mutual understanding), and behavioural engagement (Biocca et al., 2001).

From a technological point of view it is often desirable to maximise the likelihood that users feel present in the CVE by providing the "right" environment and stimuli. For single user VEs this is achieved by offering a believable plot or narrative in combination with appropriate (affordable) possibilities to interact with the environment (Regenbrecht, 1999). In addition, CVE must also offer means of collaboration (or at least co-operation) and communication. If both aspects are combined we can call this a "sense of being there together". The most basic form of such an environment is where two users interact in the same VE and observe each other's actions in the environment without seeing or hearing the other. This form of indirect co-operation can even be asynchronous, i.e. both users experience the same environment but not at the same time (e.g. https://minecraft.net/). This can be, and often is augmented with text chat possibilities, mainly used for quasi real-time communication.

In systems like cAR/PE! (Regenbrecht et al., 2004) or GAZE-2 (Vertegaal, 1999) CVE functionality is combined with videoconferencing features so that audio-video representations are spatially registered and dynamically aligned within the CVE. Here, instead of virtual avatar heads, video representations operate in a space controlled by the participating users. Video and audio streams are captured, transmitted and displayed in the CVE in a spatially correct way. In addition, the pose (position and orientation) of those video-audio representations are controlled by the users themselves. This gives a sense of co-presence and mediated social presence (Hauber, Regenbrecht, Billinghurst, & Cockburn, 2006). While these video-mediated CVEs solve the so-called breaks-in-presence problem, a continuous bi-directional communication between instructor and performer is not guaranteed. Both users are moving around freely in the VE and only if they meet can they communicate via video.

The above approaches provide communication and collaboration capabilities with varying numbers of channels and degrees of richness. According to Media Richness Theory (Lengel & Daft, 1989) this media richness is determined by the system's ability to simultaneously handle multiple information cues, facilitate rapid and immediate feedback, establish personal focus, and utilize natural language (in a wider sense, including non-verbal communication). There is also a link between social presence and the number of (coherent) communication channels, and the perceived “warmth” and “distance” of the medium (Short, Williams, & Christie, 1976). Media richness is also linked to the effectiveness of the communication. However, for more routine tasks with unequivocal information exchange less rich, leaner media are more suitable. For non-routine tasks with more ambiguous information exchange richer media are more suitable (Lengel & Daft, 1989). Hence, applications such as VRET would require richer media than, for instance, simply committing to a meeting date and time.

Face-to-face communication is considered the gold standard (Hauber et al., 2006; Teoh, Regenbrecht, & O'Hare, 2010) in richness and social presence, followed in order by video conferencing, telephone, and letters. Richness and social presence in CVE can arguably be considered in a similar way, which would give spatially aligned, video-mediated CVEs (Hauber et al., 2006) a higher ranking than text chat supported avatar environments. However, some common forms of CVE communication do not necessarily fit into this ranking, for instance the usual combination of standard video conferencing (e.g. Skype™) with a CVE (e.g. SecondLife™) in a PiP configuration. Here, we do have a large number and richness of channels, but still experience a "breaks-in-presence" issue (Slater et al., 2006) as users are either communicating via the video conferencing channel or are part of the VE. This is of particular concern with VRET applications, and for instructor-performer systems in general, where the performer has to stay focused on the task and environment while simultaneously depending on the (virtual) video-audio presence of the instructor.

### 2.2 Instructor-Performer Systems

Instructor-performer systems are a special type of multi-user, mixed-reality application where two users normally interact, one being the instructor and the other being the performer, with the instructor
always having a "What You See Is What I See" (WYSIWIS) view of the performer. This view can be of a real or VE, captured by a real camera (e.g. head-worn), or a virtual camera, controlled by the performer. Therefore the instructor cannot directly control the performer's view, which is always a self-controlled, first person perspective. Usually, performer and instructor communicate via an audio chat channel. Sometimes other channels are used as well.

Classic examples of instructor-performer systems, as mentioned before, are VRET systems, in which the client and therapist meet in the same room. In our case we adopted this VRET approach for a post-natal stress resilience system. In the future, when implemented as a production system, expectant mothers will be prepared for the stressful situations that typically occur after returning home with their new-born babies. A co-located or remote therapist guides the client through a series of tasks and experiences within a VE specifically designed and implemented for this purpose. The client (woman, performer) is immersed in a virtual therapeutic environment intended to systematically train her to cope with certain stressful situations. The therapist (instructor) and client are in a mode of continuous audio and video communication.

Multi-user, first-person shooter computer or video games might be considered as routine task environments for some people, but still require a high level of support for social presence. By their very nature they demand “flow” (Csikszentmihalyi, 1991), i.e. a certain balance of challenge and skill level. Here, when acting together with other players a true "sense of being there together" is desirable and is supported by certain types and levels of interaction, plot, involvement, and realism, combined with the provision of avatars of many types, appearances, and behaviour. Inter-player communication is realized by text chat, audio channels or PiP videoconferencing. These games can be played in an instructor-performer way, with swapped WYSIWIS views enhanced by audio communication, if players allow for followed over-the-shoulder views for other players. A PiP mode decouples the co-presence (the sense of being in one place) from spatial presence, because the players have to switch between inside (game world, VE) and outside (PiP communication) views.

To solve this decoupling problem, systems have been developed which integrate all users within one VE, including the communication channels. For instance for therapeutic purposes, cMRET (Regenbrecht et al., 2006) uses a video-communication-in-space approach to bring the therapist (instructor) into the environment of the client (performer) leading to the desired effect of a shared experience in one place. In addition, the instructor sees a video (web cam) view of the client for therapeutic observation. Because the client is allowed to freely move around in the VE it can't be guaranteed that therapist and client can see each other all the time - the therapist has to "run after" the client to be in constant video contact.

We propose to combine the “best of many worlds” into our Virtual Glass concept, which we now present and evaluate.

3 VIRTUAL GLASS

In February 2013 Google released the developer version of a head-worn, optical see-through display with an integrated camera, microphone, headphone and a built-in computer controlled by simple gestural commands and voice. Of particular interest for our project are Google Glass's audio and video capabilities, i.e. the combined use of (1) the in-built miniature camera capturing (a portion of) what is in view of the user, (2) the microphone and headphones (bone conduction or otherwise) as communication devices, and (3) the miniature display as a potential video display device. The integrated use of these three components can lead to new forms of videoconferencing: (a) allowing for hands-free, on-the-move remote communication and (b) replacing a "see each other" with a WYSIWIS approach.

While Google Glass is arguably not a suitable device for Virtual Reality or Augmented Reality applications its concept can be used in collaborative environments to implement an audio-video communication channel with social presence-supporting properties. In instructor-performer scenarios
and systems an asymmetrical setup allows for a continuous communication between instructor and performer while enabling an instructor WYSIWIS interface. In addition, there is no break in spatial or social presence for the performer.

The basic principle of the Virtual Glass device is that it is intended to replicate for the performer the functionality of a Google Glass within a VE. The performer sees a first-person perspective view of the VE, enhanced by the Virtual Glass showing a web camera view of the instructor. The instructor sees a web camera view of the performer presented on screen as a PiP window. In addition the instructor sees a first person perspective view (if selected) of the performer's Virtual Glass camera.

We have developed the Virtual Glass concept to allow for a continuous experience of social presence for the performer while immersed in the VE and communicating with the instructor at the same time.

With the following two user studies we will demonstrate the effectiveness of the Virtual Glass concept, particularly in relation to the experience of social presence.

4 FIRST USER STUDY

To test whether Virtual Glass is a feasible concept for instructor-performer systems and whether social presence can be improved over standard PiP-enhanced CVE systems we implemented a prototype system.

Based on our experiences and what we learned from investigating a real Google Glass device, several aspects of it were applied to the Virtual Glass in the prototype: (a) the design and dimensions; (b) the display and its features; and (c) a first-person view perspective, all intended to provide the perception of wearing a Google Glass in real life. The displayed size (85 mm x 55 mm on monitor) of the Virtual Glass prism corresponds to what a Google Glass user would see in a real world setting. The PiP video for the instructor was set to the same size for reasons of appropriate comparison (Figure 2).

4.1 The Test System

A fully furnished average-size family house is used as a 3D environment. Using the game engine Unity 3D™, the development follows the concept of multiplayer games involving two networked users (i.e., performer and instructor) who interact in the CVE. Two interfaces share the same virtual world (i.e., one view for the performer and one view for the instructor) and are synchronized with each other. Each interface provides its user with functionalities that suit their tasks.

Both instructor and performer use an almost identical hardware setup, although the instructor operates the system with a standard computer mouse while the performer uses a standard gaming joystick.

A simple avatar entity is added to the world to represent the performer and to enable her/him to move, navigate, and interact within the environment (i.e., picking up or putting down objects).

The instructor is limited to viewing the virtual world from different perspectives, including in particular the first-person perspective of the performer. If the instructor switches to a non-first-person view of the performer then the avatar representation can be seen moving through the environment.

The focus of our study is on using remote communication to evaluate the Virtual Glass technique. A videoconferencing communication library (Video Chat, developed by Midnight Status) is integrated into the system to facilitate video/audio communication between the two users. The video and audio streams are processed and queued, then transmitted over the network in point-to-point streams between two networked users.

In order to start the communication, the performer dons the Virtual Glass that is located on the top of the kitchen table in the virtual house (a 3D model of Google Glass™ acquired from Google 3D Warehouse). This is done using the performer’s input device (the joystick). The Virtual Glass slowly moves in an animated sequence from the top of the table towards the performer where it finally
appears to reach his/her face (Figure 1). When the sequence is complete, the glass prism (display) and a small part of the glass’s temple are shown at the top right of the performer’s screen (simulating the real Google Glass™) (Figure 2 (right)). This animation is a means of introducing the experience of putting on and then wearing the virtual equivalent of a Google Glass device. The main purpose here is to introduce the Virtual Glass in an understandable way ready for CVE communication and to make the user perceive it as a natural, credible and sensible metaphor.

Figure 1. Animated sequence of putting on Virtual Glass as a means of introducing the metaphor

Once the client is wearing the Virtual Glass, the audio-video communication channel is established, and the performer now has video communication with the instructor through the glass’s prism, and audio communication through their headset. At the other end, the instructor has for communication a common PiP videoconferencing window, along with their own headset. Figure 2 below shows screenshots of the graphical user interface for both the instructor and the performer.

Figure 2. User interfaces: instructor (left) and performer (right)

The interface for the performer shows a first-person view of the virtual world and includes the glass prism of the Virtual Glass as a semi-transparent overlay (as in real life). Text messages can also be overlaid on the Virtual Glass display for additional functionality.

Because of the difference in responsibilities, the instructor interface has a different functionality to that of the performer. It provides the instructor with more control over the system. When the application starts, the instructor has a first-person view from the performer’s perspective. This means the instructor sees exactly what the performer sees (WYSIWIS). A control area is located at the bottom of the interface for changing the views inside the house. For communication, the interface has a standard videoconferencing window that displays the video stream from the performer.

4.2 Experimental Design

It was hypothesised that the Virtual Glass would promote higher levels of social presence among participants compared with the standard video conferencing interface (PiP).

The main dependent variables included the users’ perceived social presence and their understanding of the Visual Glass metaphor, as well as attention, video quality, audio quality, and the question of whether the communication medium would be seen by the participants as helping them to solve the task. The experiment followed a between-subjects design (Standard (PiP) Videoconferencing x Virtual Glass).
4.2.1 Participants

A total of 67 adult participants (aged 16 and above) took part in the experiment in 46 instructor-performer sessions (some participants took part in two sessions with different roles). Two participants were excluded from the analysis because of missing data. Participants were pseudo-randomly assigned to one of two conditions: 32 participants (14 females and 18 males) to condition A (performers), and 33 participants (16 females and 17 males) to condition B (instructors). The age of the 65 participants ranged from 16 to 71 years (M= 34.55, SD= 12.93).

4.2.2 Apparatus, Conditions and Tasks

The experiment was conducted in one physical room but with two booths set far enough apart that the instructor and performer could not see or hear each other, except via the system. The physical setup for each side was exactly the same (apart from the input device as explained earlier).

The instructor and performer were requested to work collaboratively to solve a shared task inside the CVE. The activity required tidying up the mess in the virtual house (Figure 3) in no more than 5 minutes. The instructor tells the performer where to find items and to where to place them. The performer executes the requested tasks.

In order to have continuous communication and collaboration between the instructor and the performer, the clutter in the house (e.g., rubbish, food, shoes, clothes, toys) was organized in sequence. This meant that there was only one item of clutter in the house at a time, and when the performer dealt with it, another item would appear elsewhere and the performer would need to deal with that one next. The instructor is notified via text instructions on the video screen of the nature and location of each next item, and can use the multi-viewing functionality to observe and guide the performer.

The performer commences his or her task by “picking up” and “putting on” the Virtual Glass, which enables the video communication channel. The glass display for the performer shows a 5-minute countdown timer to track the progress and encourage faster performance. The counter is also displayed for the instructor. The instructor helps the performer to find the items in the house. This is done by reading the text instructions from the videoconferencing window and providing the performer with appropriate information. The text instructions include the type and location of the item and how the performer should deal with it (e.g., take the rubbish to the rubbish bin). Based on these instructions, the performer keeps performing the tidying activity by using the joystick to navigate in the environment and to pick up and relocate clutter items.

Figure 3. Example room with multiple items of clutter (during the experiment only single items would be presented)

For the data collection, a paper questionnaire was used for both sides. Demographic information requested included gender and age. To ensure better control of the experiment, participants were asked if they knew the other partner and if they had previously used either a videoconferencing system or Google Glass. A seven-point Likert-like scale (from 1 "strongly disagree" to 7 "strongly agree") was
used to measure the dependent variables understanding, attention, video quality, audio quality, and the
degree to which the communication medium helped the participant to solve the task. Social presence
was measured using an unmodified scale by Short, Williams, & Christie (1976). This instrument has
been successfully used in numerous studies before, e.g. (Hauber et al., 2006).

4.2.3 Results

Most of the participants in both groups (the Virtual Glass in group A, and standard PiP
videoconferencing in group B) rated a good understanding of the concept of the communication
mediums and how they worked. The responses were significantly above the scale midpoint (p < .05;
mean difference 1.906 and 1.576 respectively).

Examining the level of understanding of the communication mediums between the two groups (A:
performers with Virtual Glass, versus B: instructors with PiP interface) a two samples Mann-Whitney
U test indicates that there is no significant difference between the two groups (p > .05). So, despite the
introduced novelty of the Virtual Glass, the understanding of the concept was rated equally well.

Knowing the other collaborator in the task had no influence on any of the dependent variables (social
presence, attention, video quality, audio quality, and solving the task). A one-way MANOVA showed
that there was no significant difference between participants who knew or did not know the other
collaborator (Pillai's trace test, p > .05).

The performers group (A) rated social presence and video quality significantly higher than the scale
midpoint (p < .05, mean difference .813, p < .05, mean difference .625 respectively). Responses to all
other factors were close to the midpoint with no significant differences.

To test the hypothesis that there is a statistical significant difference between the Virtual Glass
(performers group) (N = 32, M = 4.81, SD = 1.355) and standard PiP video conferencing interface
(instructors group) (N = 33, M = 3.70, SD = 1.262) in terms of social presence, an independent sample
t-test was performed. In addition to the normality assumption, the assumption of homogeneity of
variances was tested and found to be satisfied using Levene’s F test, F (63) = .195, p = .660.

For our main focus on social presence, the independent sample t-test showed a statistically significant
effect, t(63) = 3.437, p = .001. Thus, the mean social presence of the Virtual Glass was significantly
higher than that of the standard videoconferencing interface (PiP). Social presence was measured
using multiple-item construct scales with very high reliabilities (Cronbach’s Alpha (α=.961
(performers), α=.956 (instructors)).

The Virtual Glass (performers group) and standard PiP video conferencing interface (instructors
group) showed no statistically different means compared with respect to the other dependent variables
(attention, video quality, audio quality, and solving the task).

4.2.4 Limitations of the first study

First, some participants were allowed to take both roles in different sessions (performers and
instructors). The effect of this confounding variable was not examined during the analysis, which
might have influenced the results. The difference in the interfaces may also have affected the results
leading to different social presence ratings. The instructors’ and performers’ interfaces were slightly
different. The control area located at the bottom of the instructor’s interface for changing the views
inside the house added functionality. More importantly, both instructors and performers had different
tasks. Instructors guided performers to tidy up the virtual house by instructing them where to find the
task items and where to put them. Performers executed the task “tidying up the house” that required
them moving around the house, finding the items, picking them up, and then putting them in the
appropriate places. This might have introduced a bias, because the performer and instructor had to act
in different roles with different tasks. In addition, the difference in the tasks required the participants
to use different input devices. The instructors operated the system with a computer mouse while the
performer used a gaming joystick.
Another potential shortcoming of the first study was not investigating more immersive wearable display device technologies (i.e., head-mounted display (HMD)). With the Virtual Glass mechanism, the participants wear the Virtual Glass in the VE: how would participants react if this action was accompanied with wearing a glasses-like device in real life? For example, a more immersive HMD? Could this enhance the impact of the Virtual Glass concept?

Based on these limitations, it was difficult to draw a definite conclusion as to whether the significant change in the level of social presence was caused by the new Virtual Glass concept or due to the influence of one or more of the above factors.

5 SECOND USER STUDY

This study was designed to overcome the limitations from the first study and to provide a deeper understanding, analysis and interpretation of the results. To eliminate the stated limitations, the new focus was entirely on the performer’s side. Data were only collected from the performers, and the same instructor worked as a partner for all performers, which resolved the first mentioned limitation. In addition, two identical interfaces (Figure 4) were designed for the performers where a participant used both the Virtual Glass (VG) and PiP designs to perform exactly the same task in two sessions within the same time frame using identical hardware. This eliminated the other limitations.

Furthermore, a HMD condition was implemented to examine the possible influence of using a more immersive display on the Virtual Glass concept. Besides the use of a standard monitor, the Oculus Rift DK2 was configured with the system to examine if it could provide higher levels of presence.

Figure 4. Performer interfaces: PiP (left) and VG (right)

5.1 Experimental Design

The experiment followed a 2 (communication mechanism) x 2 (display type) factorial design. This was based on two groups generating four conditions in which the communication mechanism was a with-in-subject variable and the display type was a between-subject variable. Each variable consisted of two levels: the communication mechanism (VG x PiP) and the display type (Monitor (M) x HMD).

This study hypothesised that:

Communication hypothesis:
• Users’ social presence and sense of presence would be higher with the VG mechanism regardless of the display types (M x HMD).

Immersion hypothesis:
• Users’ social presence and sense of presence would be higher with the HMD regardless of the communication mechanism (VG x PiP).

Matching hypothesis:
• Users’ social presence and sense of presence would be higher with the HMD and VG mechanism.
5.2 Counterbalancing

Based on the mixed design, every participant in each group (M x HMD) repeated the same task twice (VG x PiP). To control for any possible learning effects, participants were balanced in randomised order. A participant was pseudo-randomly assigned to one of the two groups (M or HMD). Then, randomly assigned either to the VG or PiP first.

5.3 Participants

A total of 50 adult participants took part in the experiment as performers (25 participant in the M group and the same number for the HMD). One of the paper’s authors played the role of the instructor in the four conditions with all participants. In the M group (9 females and 16 males) the age of the participants ranged from 18 to 32 years (M = 20.44, SD = 2.87). The participants’ age of the HMD group (11 females and 14 males) ranged from 18 to 33 years (M = 21.36, SD = 3.61). All participants had normal or corrected-to-normal vision. From the total number of the participants, only two had tried a real Google Glass and HMD (same two participants from the HMD group) before. On the other side, all 50 participants had tried using videoconferencing systems such as Skype and FaceTime.

5.4 Ethics, Procedure and Tasks

An ethical approval was obtained from University of Otago. Participants were provided with information sheets prior the experiment, and a written consent form was signed and obtained from each participant.

The same tasks and procedures from the first study were applied in all four conditions along with changing the display device, and the communication mechanism. Each participant performed the task twice based on the display device that to which they were initially randomly assigned (M-VG/M-PiP, or HMD-VG/HMD-PiP).

5.5 Measures

For the data collection, a paper questionnaire was used. Questions were completed after the five minute task for all four conditions, which included the following:

- Seven-point Likert-like scales (from 1 "strongly disagree" to 7 "strongly agree") to measure the variables understanding, attention, video quality, audio quality, and the degree to which the communication medium helped the participant to solve the task.
- Perceived social presence: the Short, Williams, & Christie, (1976) construct was used for measuring social presence.
- Perceived sense of presence: to measure sense of presence in the VR environment, the Igroup Presence Questionnaire (IPQ) was used (Schubert et al., 2001).

For the HMD conditions, two more questions were asked to assess the participants’ well-being and discomfort using the HMD:

- Simulator sickness questionnaire (SSQ): the SSQ developed by (Kennedy, Lane, Berbaum, & Lilienthal, 1993) was used to measure simulator sickness.
- Subjective discomfort: the level of discomfort using the HMD was rated by a modified questionnaire adopted from (Peli, 1998).

5.6 Results

First, the data distributions of all variables were assessed using graphical methods (histograms) and numerical methods using descriptive statistics (Shapiro-Wilk test). Results showed that the data of the variables social presence and sense of presence were normally distributed. However, the rest of the variables departed from normality (i.e., understanding, attention, video quality, audio quality, the degree to which the communication medium helps the participant to solve the task, and the subjective
discomfort). Based on this result, parametric tests were used to examine social presence and sense of presence (the proposed hypotheses), and non-parametric tests for the other variables.

Because both social presence and sense of presence are constructs comprising several items, reliability tests were performed to ensure that these items measure the same construct (i.e., Cronbach’s Alpha). The results indicated that both constructs were reliable showing high and strong internal consistency among their items (higher than 0.7).

5.6.1 Social Presence and Sense of Presence

The means and standard deviations of all four conditions for social presence and sense of presence are shown in Table 1 below. The total of means for both groups are also provided (within-subject and between-subject).

<table>
<thead>
<tr>
<th>Displays</th>
<th>Social Presence</th>
<th>Sense of Presence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitor</td>
<td>VG</td>
<td>M = 4.92, SD = 1.13</td>
</tr>
<tr>
<td></td>
<td>PiP</td>
<td>M = 3.71, SD = 1.00</td>
</tr>
<tr>
<td>HMD</td>
<td></td>
<td>M = 5.01, SD = 1.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M = 3.95, SD = 0.94</td>
</tr>
</tbody>
</table>

Table 1. Means and standard deviations of social presence and sense of presence

To examine the proposed hypotheses focusing on social presence, a two-way, repeated-measures ANOVA was conducted. The results supported the first hypothesis that there was a significant difference between the VG and PiP regardless of the display types as shown in Figure 5, F(1,48) = 41.25, p < .001, $\omega^2 = 0.46$. For the immersion hypothesis, there was no significant difference between HMD and standard monitor regardless of the communication mechanism, F(1,48) = 0.41, p = 0.52, $\omega^2 = 0.009$. ANOVA also revealed that there was no significant interaction effect between the display type and communication mechanism (users’ social presence was not significantly higher with the HMD and VG mechanism), F(1,48) = 0.19, p = 0.66, $\omega^2 = 0.004$.

Figure 5. Boxplot showing the four conditions of social presence
Another two-way, repeated-measures ANOVA was performed concentrating on sense of presence. The results showed that all proposed hypotheses of this variable were rejected. There was no significant difference between the VG and PiP regardless of the display types, $F(1,48) = 0.75, p = 0.38, \omega^2 = .01$. Also, no significant difference were found between HMD and standard monitor regardless of the communication mechanism, $F(1,48) = 0.85, p = 0.35, \omega^2 = 0.01$. Last, there was no significant interaction effect between the display type and communication mechanism, users’ sense of presence was not significantly higher with the HMD and VG mechanism, $F(1,48) =0.21, p = 0.64, \omega^2 = 0.005$.

5.7 Additional Variables

As the rest of the variables did not fulfill the normality assumption, non-parametric tests were employed to examine them (i.e., understanding, attention, video quality, audio quality, and the degree to which the communication medium helped the participant to solve the task). Before performing any tests, the means of all variables in all conditions were checked and found to be above midpoints (i.e., 4).

First, a Mann–Whitney U test was used to test each variable across the two groups / between-subjects (e.g., the variable understanding was compared across the display type groups, M x HMD). All results showed that there was no significant difference between the variables across the display type, supporting the null hypothesis.

For testing the same variables with the related samples / within-subjects, a Wilcoxon signed-rank test was used (e.g., the variable understanding was compared within the same group across the communication mechanism, VG x PiP). This was performed for the two groups, M and HMD. Again, no significant differences were found in the test results for all variables and the null hypotheses were retained.

5.8 Simulator Sickness and Subjective Discomfort

To assess simulator sickness that could impact the participants’ performance during the experiment, the simulator sickness questionnaire (SSQ) was used. In the current experiment, only participants in the HMD group were asked to answer the SSQ. The analysis of the SSQ focused on the symptom severity scores and not the total scores. First, the scores of all symptoms were summed for each participant and then the overall means of all participants were assessed from both conditions and compared with the categorization of symptoms provided by (Kennedy et al., 2003). Results showed that the means of the symptom scores for the two conditions were HMD-VG: M = 8.56; and HMD-PiP: M = 9.28. Both scores fitted in the scores category 5-10, which reflected minimal symptoms. This result was expected as none of the participants’ abilities to complete the experiment were affected.

Participants reported a low subjective discomfort using the HMD for both conditions (HMD-VG: M = 1.05, SD = 0.92; HMD-PiP: M = 1.10, SD = 1.03). In addition, a Wilcoxon signed-rank test showed no significant difference between VG and PiP in terms of subjective discomfort.

In summary, the two studies showed that the concept of Virtual Glass is effective, that it supports a high level of social presence and that the social presence for the performers is rated significantly higher than a standard picture-in-picture videoconferencing approach used for the performers.

6 DISCUSSION AND FUTURE WORK

Overall, the results show that the Virtual Glass concept was well understood by the majority of the participants. They were clearly comfortable with this mode of communication and it seems to have been no less comprehensible than a standard video conferencing interface. This is quite surprising, as
only six of our participants had previously tried a Google Glass or similar interface. It is even more surprising considering that awareness of the Google Glass interface technology is not wide-spread.

Despite the fact that both tested interfaces provided the same type of communication (video/audio), the interfaces performed significantly differently with respect to perceived social presence. The level of social presence was rated significantly higher when using the Virtual Glass than with the standard videoconferencing interface regardless of the display types, thereby supporting our main social presence hypothesis. We argue that the increased social presence results from (a) accepting the concept of the Virtual Glass, as well as from (b) continuously maintaining task performance in the VE, whilst (c) simultaneously communicating with the remote collaborator. Perhaps the Virtual Glass was seen as less "artificial" and therefore affected social presence positively (Hauber, Regenbrecht, Hills, Cockburn, & Billinghurst, 2005).

While the Virtual Glass had a significant effect on social presence, there was no corresponding effect on the sense of presence, surprisingly, even when using the HMD. Our matching hypothesis of higher social presence and sense of presence using the HMD with the VG was also not supported. These results occurred even though no significant effect appeared on any of the other dependent variables: understanding, attention, video quality, audio quality, and solving the task (across the display types and the communication mode).

Further research is needed to prove the general applicability of the Virtual Glass concept, but for certain application types, like collaborative VRET systems or VR multi-player computer games, Virtual Glass seems to be an appropriate, social presence-enabling or -increasing component. Future research could also explore to what extent our results would be improved when people have tried or are users of a physical Google-Glass-like interface.

Another possibility could be to exchange CVE interfaces, such that the instructor adopts the Virtual Glass interface, allowing the performer to become an observer of their actions, allowing them to switch between the instructor’s first-person perspective via Virtual Glass and the other available viewpoints into the VE. This would then be a "What I See Is What You See" (WISIWYS) system (rather than WYSIWIS), and which could facilitate broadcast of instructor demonstrations to numbers of performers. It would be an Instructional Virtual Environment and could be useful in situations where the observers would benefit from the instructor’s enhanced feeling of social presence, such as in sports training or other kinaesthetic activities.

Future studies might investigate the influence of communication metaphors with appropriately implemented modes on performance or other characteristics. With our findings we can demonstrate how much the metaphor (here Virtual Glass) and how little the immersion technology (here the HMD) contributed to the experience of being together (social presence).
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